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LETTER OF TRANSMITTAL

U.S. SENATE,
COMMITTEE ON COMMERCE, SCIENCE, AND TRANSPORTATION,

July 1, 1980.
To Memn~bers of Congress:

Transmitted herewith is a study entitled "Environmental and
Health/Safety Regulations, Productivity Growth, and Economic Per-
formance: An Assessment," by Gregory Christainsen, Frank Gollop,
and Robert Haveman of the University of Wisconsin. The study was
prepared for the Office of Technology Assessment as part of a broader
assessment of the impact of regulation on industrial innovation. The
assessment was requested by the Committee on Commerce. Science,
and Transportation in connection with its examination of U.S. indus-
trial technology, productivity, and competitive position in interna-
tional trade. Because this study deals with the relationship between
Government regulations and economic growth, matters which the Joint
Economic Committee has studied very carefully, we are cooperating
in making it available to Congress and the public.

The study attempts to assess the importance of regulation, relative
to other factors, in the Nation's serious productivity slowdown in the
past decade. It defines a framework of economic analysis in which pre-
vious studies and future research can be evaluated. It examines a few
of the policy options that Congress might consider in dealing with
.these issues.

In our view, this study represents an advance in analyzing critical
issues of Government regulation and economic policy. For that reason,
we commend it to your attention.

The views expressed by the authors do not necessarily represent
those of the Committee on Commerce, Science, and Transportation.
the Joint Economic Committee, or their individual members. The re-
port has not been reviewed or approved by the Technology Assessment
Board.

Sincerely,
HOWARD W. CANNON,

C7hairmgan, Committee on Commerce, Science, and Transportation.
LLOYD BENTSEN,

Chairman, Joint Economic Commrittee.
(m)
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ENVIRONMENTAL AND HEALTH/SAFETY REGULA-
TIONS, PRODUCTIVITY GROWTH, AND ECONOMIC
PERFORMANCE: AN ASSESSMENT*

By Gregory Christainsen, Frank Gollop, and Robert Haveman

EXECUTIVE SUMMARY

INTRODUCIlON

By almost any indicator, the macroeconomic performance of the
U.S. economy during the past decade has been poor. The growth rate
of output, the rate of inflation, the unemployment rate, the rate of
capital formation, and the rate of productivity growth have all been
disappointing.

This poor performance has occurred at a time when Government
has intervened more extensively in the economy than at any other time
in U.S. history. The extent of the recent increases in the number of
regulations and their complexity is suggested by the evergrowing size
of the Federal Register. Regulatory agencies have been required to
publish their regulations in the Register since 1937. From a size of
3,450 pages in that year, it increased to 35,591 pages in 1973, to 60,221
pages in 1975, and to 77,498 pages in 1979. The Register was 21,198
pages during the first quarter of 1980.

Environmental regulations and regulations in the area of employee
safety and health have been among the most prominent and most
publicized of the standards promulgated during the 1970's. In many
cases these regulations have imposed large costs on business enter-
prises. This has raised the question of a possible link between these
regulations and the poor macroeconomic performance which has been
observed.

It is this question which is the focus of this study. Have environ-
mental and health/safety regulations played a significant part in the
economic downturn of the 1970's?

The rate of productivity growth is the key indicator of economic
performance which is analyzed. As opposed to indicators such as the
growth rate of output, the rate of unemployment, and the rate of capi-
tal formation, the productivity indicator summarizes in a single meas-
ure changes in both outputs and inputs; defined most simply, produc-
tivity is output per unit of input. As such it provides a convenient
measure of the efficiency with which an economy is operating.

*The authors are, respectively, Assistant Professor of Economics. Colby College; Pro-
fessor of Economics. Boston College; and Professor of Economics, University of Wisconsin-
Madison. All were at the University of Wisconsin- Madison when this study was prepared.
Helpful comments by Edward Denison. Dale Jorgenson, Richard Nelson, Roger Noll, and
John Young are gratefully acknowledged. John Young nurtured the study with care
throughout its several stages.
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APMROAOH

In section II, the course of changes in productivity and macroeco-
nomic performance during recent U.S. economic history is described.
Section III presents a theoretical framework for assessing the role of
environmental and health/safety regulations on output and produc-
tivity growth. Section IV presents a catalog of those factors most
widely suggested *as contributing to the slowdown in productivity
growth, and employs the theoretical framework of section III in
organizing these determinants.

In section V, the primary channels by which environmental and
health/safety regulations can affect productivity and economic per-
formance are identified. The effort here is to trace the impact of regu-
lation in a more real-world context than is provided in the theoretical
model. Then, in section VI, three case studies are presented to illus-
trate how regulations create incentives, costs, constraints, or resource
diversion which inhibit economic performance.

In section VII, several research studies which have addressed the
role of environmental and health/safety regulations on recent eco-
nomic performance are reviewed and critiqued. The impact of these
regulations on productivity growth is emphasized, but their impact
on employment and capital formation is also examined. In section
VIII, an overall appraisal of the determinants of the slowdown in
productivity growth-and the role played by environmental and
health/safety regulations-is made.

Finally, in section IX, the study's principal conclusions are pre-
sented. It is emphasized that a fuli appraisal of regulation must recog-
nize unmeasured economic benefits not reflected in most analyses. In
addition, the potential for public policy measures in reversing the
slowdown in productivity growth is discussed. Two policy proposals
are analyzed in detail-the "regulatory budget" and the Auerbach-
Jorgenson proposal to stimulate capital formation.

FINDINGS

The facts of macroeconomic performneoe
All of the major macroeconomic variables have fared more poorly

in the 1970's than in the 1960's. The upward trend in productivity
suffered severe breaks in 1967,1973 and perhaps, 1978. By any measure.
the rate of productivity growth in recent years has been less than half
the rate which prevailed in the 20 years following World War II.
Analysis of the productivity performance of individual sectors indi-
cates that three industries-mining, utilities, and construction-ac-
count for about one-half of the slowdown in measured productivity
growth.
The theory of productivity growth in a regulatory environment

The ability of a firm to improve its level of productivity centers on
three key factors-the introduction of technological improvements,
the exploitation of economies of scale (defined to include increases in
the productivity of inputs), and the intensity with which its actions
are regulated by outside authorities. These factors have both direct
and indirect impacts on productivity. These phenomena are themselves
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affected by phenomena occurring outside the firm which it must take as
given.

Thus, regulatory intensity may directly impinge on productivity
growth or it can do so indirectly byj for example, affecting the produc-
tivities of inputs which in turn affect the existence of scale economies
which in turn influence productivity change. In addition to the chan-
nels identified in the model by which regulatory intensity can affect
productivity, there are other. nonmodel channels. For example, regu-
lations can lead to some absolute constraints on the use of certain in-
puts, forcing a reallocation of resources away from its optimum. Or
regulations can induce a slowdown in the introduction of new facilities
or the retirement of old facilities, again affecting productivity. Finally,
it should be noted that regulatory intensity may bear differentially
across sectors, altering the composition of outputs and thereby affect-
ing aggregate economic performance.

Hypotheses on the causes of the slowdowzn in productivity growth
A reasonable case can be made for at least 25 factors having played

a nontrivial role in the productivity deceleration. The slowdown in
capital formation and changes in labor force composition are factors
which are mentioned most frequently, but environmental and health/
safety regulations have also received a great deal of attention.

The channels of regulatory impact
Environmental and health/safety regulations may impact on eco-

nomic performance in a variety of ways. Mandatory installations of
equipment divert capital and labor from the production of conven-
tional outputs to activities which have benefits which are difficult to
assess. Regulations have tended to be engineering rather than per-
formance standards, hence, inducing a level of capital investment and
capital intensity in excess of that required to efficiently achieve regu-
latory goals. Regulations tend to be more strictly enforced in the case
of new firms and industries-which employ more recent advances in
technology-than in the case of a more established enterprises. Fi-
nally, regulations have imposed a large legal and administrative
burden.
Case studies

In all of three cases studied, regulations are seen to have had signi-
ficant effects on economic performance. In the first case study, public
regulations have hindered the adoption of urban waste-energy con-
version systems. The second case study documents some of the adverse
effects of the Davis-Bacon Act. The third study indicates that environ-
mental regulations have had a major impact on productivity growth
in the U.S. copper industry.

Evidence of the effect of environmental regulations on overall 'pro-
duetivity growth

The studies examined indicate that environmental regulations may
have reduced the annual rate of productivity growth by as much as a
quarter of a percentage point during the mici-1970's. But this must be
considered an upper-bound estimate in light of biases associated with
the studies in question. In the presence of imperfect data. these studies
have made strong-somewhat biasing assumptions-or they have
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omitted consideration of certain factors wvhich may also account for
part of the productivity slowdown. Macroeconometric simulations in-
dicate a smaller impact-an annual reduction of only about 0.1 per-
centage points in the productivity growth rate.

The effect of environmental regulations on capital investment
MIost of the studies of the determinants of capital investment have

relegated a minor role to environmental regulations. Two studies for
the Congressional Joint Economic Committee point to imbalances and
inefficiencies caused by persistent inflation and recession as being the
major factors. A leading student of capital formation, Dale Jorgenson
of Harvard, emphasizes the importance of strong private sector in-
vestment for productivity growth and believes energy prices increases
and tax policy to have been the primary reasons for its poor perform-
ance in recent years. A few recent studies suggest a stronger role for
environmental regulations. Their results are highly tentative and
limited in scope. Extrapolating their findings to the economy as a
whole is of questionable validity.
The effect of environmental regulations on employm ent

The employment effects of environmiental regulations have been
estimated by a variety of methods, the macrocconometric method and
microsimulation-general equilibrium method being the most sound.
Studies based on these methods indicate that the overall employment
impact of environmental policies, though perhaps negative, is not. very
severe. The impact is likely to be positive in periods when there is
substantial investment in pollution abatement equipment. Whether
positive or negative, the empirical work to date indicates that the effect
on the Nation's unemployment rate is probably less than one-quarter
of a percentage point during the 1970's.

The macroeconomic effects o f health/safety regulations
There have been very few studies of the global impact of health/

safety regulations. The most prominent work has been done by Deni-
son, who estimates these regulations to have caused an annual reduc-
tion of 0.05 percentage points in the productivity growth rate from
1967-75. About three-fifths of this reduction is attributable to regula-
tions in mining, a notable statistic in light of the small proportion of
tile Nation's output produced in this industry. But strong assumptions
made by Denison cause his estimates to be somewhat biased in an IID-

ward direction. Thus, the effect of health/safetv regulations on overall
productivity appears to be slight. The impact on total output. em-
Mlovment, and capital formation also appears to be modest. These regu-
lations may have caused the Trice level to increase. somewhat, but any
increase in the, rate of inflation caused by these regulations is likely
to have been temporary.

Al7ocat;vPq the slowcdow'n in productivity among its determinants
There have been two types of studies undertaken to allocate produc-

tivitv growth among its determinants-"accounting studies" (for ex-
ample, Denison. Kendrick) and multiple regression studies (for exam-
ple, Siegel). While both types may yield rough estimates. both have
shortcomings.

Tn the studies which identify cyclical and weather effects, these
determinants generally play a significant role. The same is true of
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sectoral shifts of economic activity and the combination of changes
in hours worked or labor force composition. Each of these determi-
nants is estimated to account for from 0 to 0.6 percentage points (on
an annual basis) of an aggregate reduction of from 0.2 to 1.1 percent-
age points (depending on the statistical productivity series used or the
time periods studied). The range of estimated percentage points effects
due to changes in the capital stock is also large, from 0 to 0.6 per-
centage points. The same is true of energy prices. For environmental
and other regulations, the percentage point effects range from 0.1 to
0.4. A matrix summarizing the conclusions of all of these allocation
studies is presented.

Environmental anl health/safety regulations and the slowdown in
productivity growth: A bottom line

There is no real consensus on the relative magnitudes of the factors
responsible for the slowdown in productivity growth. The slowdown
in capital investment, the changing demographic composition of the
labor force, the changing composition of output, and business cycle
factors seem to be most prominent. The impact of changes in relative
energy prices remains highly controversial. It seems clear that environ-
mental and health/safety regulations bear some responsibility for poor
productivity performance, but little evidence exists to suggest that as
much as 15 pelrcent of the slowdown can be attributed to them. A rea-
sonable estimate would attribute from 8 to 12 percent of the slowdown
to environmental regulations. This is not to say that all public regila-
tions taken together (including those regarding, for example, new
product introduction, transportation, plant location) have not had a
major impact. In any case, difficult-to-measure economic benefits and
various social welfare questions must be considered before a full eval-
uation of regulations can be made.

Regulation anid the potential for public policy to improve ccono?2ic
performance

Many of the factors which have played an important role in the
poor economic performance of the 1970's are outside of the control of
conventional government policies. Changes in the composition of the
labor force and world oil prices are examples. There are, however, a
limited set of factors which appear both to have played some role in
recent economic performance and over which government can exercise
effective control. Included here are regulations in the areas of health,
safety, and the environment and policies to influence the rate of capital
formation. The latter might be considered to be independent of the
former, or, in some cases, as an offset to the former.

Many policy options have been discussed in recent years. Among
those prominent at the present time are the "regulatory budget" and
the. Anuerbach-Jorgenson capital recovery plan. The former would
place a limit-a budget- on the total economic costs which regulatory
agencies could impose on the economy through their actions. The lat-
ter attempts to protect depreciation allowances against erosion by in-
flation. Both policy options show promise. but questions of imple-
mentation and administration prevent them from receiving an unquali-
fied endorsement. However, some form of experimentation or policy
action along the. lines suggested by these proposals does seem justified
in the hope of improving productivity and aggregate economic per-
formance in the 1980's.



I. INTRODUCTION

Since 1965, measured productivity in the United States has had a
disappointing and largely unexplained performance. Over the entire
period, the rate of productivity change has been lower than in preced-
ing periods. Moreover, the upward trend in labor productivity has been
broken (at least) twice during this period. The decreases recorded
during these periods were major and largely account for the poor over-
all performance of this variable-and economic conditions generally-
over the period.

This paper deals with the faltering patterns of macroeconomic ac-
tivity in the 1970's, as these patterns are reflected in the slowdown in
productivity growth. The rate of change of productivity is selected as
the focus of the analysis-the key indicator of economic performance
which we will analyze. Among the range of indicators of economic
performance, it is the only one which summarizes in a single measure
changes in both output and inputs. This characteristic of productivity
measures applies in varying degrees to the variety of such indicators
which have been put forth-labor productivity indexes (output/labor
input), two-factor productivity indexes (output/labor and capital in-
puts), and total factor productivity indexes (output/all inputs) such
as those we will emphasize in this paper. As a result, the several charac-
teristics of aggregate economic performance-the rate of growth of
output (GNP), changes in labor force participation and employment,
changes in capital investment, and changes in individual and aggregate
price levels-will be dealt with through the more comprehensive p1o-
ductivity growth indicator.

In appraising the performance of this indicator, we will concentrate
on the level (or, as we -will call it, the intensity) of regulations in the
environmental and health and safety areas. Clearly, numerous factors
other than regulatory intensity also affect the level of productivity
growth in the economy. These factors will be considered only to the
extent that they assist in appraising the contribution of environmental
and health/safety regulations. And while we will deal with both meas-
ured productivity change (as reflected in the standard productivity in-
dexes) and change in full factor productivity, we would note that the
direction of the effect of regulatory intensity will tend to be the same
irrespective of the productivity concept used.

In section II, -we -will describe the course of changes in productivity
and macroeconomic performance over the 1965-78 period. Three time
series indices of productivity will be discussed. and a description of
discrepancies among them will be presented. Section III will present
a theoretical framework for assessing the role of the environmental
and health and safety regulations on output and productivity growth.
This framework uses growth in output as its dependent variable, and
demonstrates how a variety of attributes of the production process in-

(7)
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teract to determine this growth rate. These factors include input
changes, economies of scale, technological change, and regulation. Sec-
tion IV will present a catalog of those factors most widely suggested
as contributing to the slowdown in productivity growth, and will em-
ploy the theoretical framework of section III in organizing these de-
terminants. Changes in any of these determinants could alter measured
productivity change and economic performance, and account for their
poor post-1965 behavior.

In section V, the primary channels by which pollution abatement
and health and safety regulations can affect economic and productivity
performance are identified. The effort here is to trace the impact of
regulation in a more real-world context than is provided in the theore-
tical model. Then in section VI, three case studies which illustrate the
actual operation of regulatory processes will be presented. These case
studies are diverse in their characteristics, but each is designed to
clearly identify how regulations by the public sector create incentives,
costs, constraints, or resource diversion which inhibit economic per-
formance and productivity growth. In these case studies, the impacts
of environmental regulations, energy regulations, utility pricing regu-
lations, transportation regulations, and labor market regulations are
all identified and described, as they pertain to economic performance
in three sectors of the economy.

In section VII, we review and critique several research studies which
have addressed the role of environmental and health and safety regula-
tions on recent economic performance and productivity change. These
studies have focused on the effect of environmental regulations on
productivity change, the level of capital investment (and, in turn, the
effect of capital on productivity growth), and the level of aggregate
employment in the U.S. economy. All of these lines of inquiry will be
assessed. These studies differ markedly in their data and methods, and
hence in their findings. We will seek to understand these differences
and to explain them.

In section VIII, we turn our attention to an overall appraisal of
the likely role of environmental and health and safety regulations in
explaining the lagging economic performance and productivity
growth in the seventies. Our appraisal will be based on the studies dis-
cussed in section VII, and will implicitly reflect our judgment of the
biases and reliability of these various studies. In this discussion, we
will introduce a number of other considerations relevant to forming an
overall judgment on the role of environmental policy on measured
economic performance. In particular, the role of rapidly rising energy
prices and inflation itself will be addressed.

Then, in section IX, we will summarize our analysis and emphasize
that a full appraisal of environmental and health and safety regula-
tions must recognize unmeasured economic benefits not reflected in our
analysis. Also, the potential role for policy measures in reversing the
slowdown in productivity growth are appraised, and two of the major
policy proposals for reducing or offsetting the adverse impacts on en-
vironmental and health and safety regulations on macroeconomic per-
formance will be discussed. These include the regulatory budget and
the first-year capital recovery system designed to increase the rate of
capital formation.



II. THE FACTS OF POST-1965 MACROECONOMIC
PERFORMANCE

In recent years the performance of the U.S. economy in terms of its
key macroeconomic indicators has been extremely disappointing. Sta-
tistics on the growth rate of output, inflation, unemployment, capital
formation, and productivity growth have all combined to paint a
gloomy picture.

During the decade of the sixties there was no year in which real
gross national product declined, with the average annual growth rate
being 4.14 percent (Economic Report of the President, 1980). In the
seventies, however, real gross national product showed a decline in
3 years-1970, 1974, and 1975. From 1970 to 1979, the average annual
rate of real GNP growth was only 2.91 percent.

In contrast to the widely held view that high rates of output growth
are positively related to high rates of inflation, the sixties were also a
period of smaller price increases. As measured by the GNP implicit
price deflator, the average annual rate of inflation was 2.53 percent
from 1960 to 1969. From 1970 to 1979, on the other hand, inflation
averaged 6.68 percent.

Less surprisingly, the growth in output during the sixties was also
accompanied by lower rates of unemployment. From 1960 to 1969, the
Nation's unemployment rate averaged 4.78 percent. The correspond-
ing figure for 1970 to 1979 was 6.19 percent. On the other hand, growth
in employment in the seventies occurred at a very high rate, as large
numbers of youths and women entered the labor market and obtained
jobs.

A declining rate of capital formation has been another source of
concern. Real gross private domestic investment advanced at an annual
rate of 4.79 percent during the sixties, but increased at a rate of only
2.49 percent during the seventies.

Statistics can, of course, be misleading, and some observers question
the relevance of the variables just mentioned as indicators of an econ-
omy's performance. Apart from the rate of inflation, all of these
variables refer to output or inputs, but not both at the same time. The
efficiency with which an economy performs, however, is reflected in its
output per unit of input-both output and inputs must be considered.

Measures of the rate of growth of productivity-output per unit of
input-thus merit emphasis in assessing an economy's macroeconomic
performance. To be sure, this variable has weaknesses as well. In a
period when employment is increasing rapidly,' for example, an econ-
omy may indeed be performing rather well, but diminishing returns
to labor inputs may cause measures of productivity to support an
overly skeptical point of view. As a simple indicator of an economy's

I Employment grew at an average annual rate of 1.54 percent from 1960 to 1969. but by
2.26 percent from 1970 to 1979.

(9)
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health, however, productivity does offer advantages, and is thus the
macroeconomic variable stressed in this study.

In concept, a nation's productivity can be defined simply as its ag-
gregate final output per unit of input. However, because of difficulties
in aggregating the diverse outputs and inputs of a modern economy,
the measurement of productivity performance is not a straightforward
matter. The most common procedure has been to measure productivity
by obtaining an estimate of final aggregate private sector output
divided by the number of person-hours of labor input used in produc-
ing this output. This concept could be called a single-factor produc-
tivity measure, and because it does not reflect in its denominator the
full set of inputs, it has clear weaknesses. Recently, however, econo-
mists have attempted to compile series for private sector output per
total factor input, nonresidential business income per person em-
ployed, and several related measures. These are designed to avoid
some of the weaknesses of the standard labor productivity measure.

By any of the above measures, productivity growth in the United
States has undergone a sharp decline since the mid-1960's. From 1947
to 1966, output per person-hour in the private sector grew at an aver-
age annual rate of 3.44 percent.2 During this period there were cyclical
deviations from the trend rate of growth, but otherwise the series is a
relatively smooth one. Then, beginning in 1966 or 1967, there appears
to have been a break in the time trend. From 1966 to 1973, private sec-
tor output per person-hour grew at an average annual rate of 2.15
percent, a decline of almost 1.3 percentage points from the earlier
period. In 1973, a further break seems to have occurred, and from
1973 to 1978 an annual rate of only 1.15 percent was registered-only
one-third of the recorded rate for the immediate postwar period and
a further decline of a full percentage point from the years of 1966-73.
Estimates for 1979 suggest a very weak performance, one well below
the rate of the 1973-78 period. An estimate from the Council of Eco-
nomic Advisors puts the 1979 rate at -0.9 percent.3

If one confines attention to the private sector's nonfarm component,
a similar story emerges. Output per person-hour in this subsector grew
at an average annual rate of 2.83 percent from 1947 to 1966, averaging
about 2.8 percent between the peak years of 1948 and 1955 and about
2.7 percent between the peak years of 1955 and 1965. From 1966 to 1973.
the figure fell to 1.87 percent, and the years from 1973 to 1978 saw a
further decline to 1.02 percent. Again, the average for recent years is
well under one-half of the corresponding figure for the immediate
Postwar period. Since 1977 was not a peak year. one must be careful in
interpreting the figures, but, again, the average for recent years is less
than half of the corresponding figure for the immediate postwar pe-
riod. As the economy approached peak levels of resource utilization in
1978, the results were truly startling. Nonfarm outut per person-hour
grew only 0.5 percent for the year, one of the lowest expansion year
figures on record. And during 1979., the nonfarm component fell by
1.2 nercent.

The use of nonresidential business income per person employed as a
measure of productivity performance implies an even more dramatic
decline. This measure, which ignores changes in hours worked by the
labor force. showed an average annual growth rate of 2.9 percent for

Taken from Mark (1978), p. 486.
"Economic Report of the President" (1980).
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1947-66. For 1966-73. it averaged 1.3 percent, and for 1973-78, it ac-
tually declined by an average of 0.1 percent per year.'

Although single-factor productivity measures (for example, output
per person-lhour) have serious weaknesses. the picture of productivity
change which they yield is not greatly different from that of more
complete measures. IWhile total factor productivity in the domestic
business economy grew at an average annual rate of 2.9 percent for
the 1948-66 period, it grew only at a 1.4 percent rate for the 1966-76
period-once again. the average for recent years is less than one-half
that for the immediate postwar period. The deceleration in "labor pro-
ductivity" growth was somewhat greater due to the deceleration in the
Growth of capital per unit of labor which occurred after 1966. These
postwvar patterns in productivity growth are summarized in table 1.

TABLE 1.-POST-WAR ANNUAL PRODUCTIVITY GROWTH RATES IN THE UNITED STATES, VARIOUS MEASURES
OF PRODUCTIVITY

[in percentj

Output per person-hour Nonresidential Total factor
business productivity

Nonfarm income in domestic
Private private per person private
sector sector employed business

1947-6 -3.44 2.83 2.9 12.9
1966-73 -2.15 1.87 1. 3 21. 4
1973-78 -1.15 1.02 -. I NA
1979- -. 9 -1.2 NA NA

I For years 1948-66.
2 For years 1966-76.
Source: Figures for output per person-hour, private sector and output per person-hour, nonfarm private sector were

taken from Mark (1978), p. 486. Figures for nonresidential business income per person employed were taken from Denison
(1979c), p. 21. Figures for total factor productivity in domestic private business were taken from Kendrick (1978), p. 511.

For the past three decades taken as a whole then, labor productivity
in the private business sector has grown at an average annual rate of
about 2.8 percent. However, if the trend of the first two decades had
continued, the index of labor productivity in 1980 would be about 15
percent higher than the level actually attained.

Significantly, there appears to have been less deceleration in pro-
ductivity gowth in the economy's manufacturing sector than in other
sectors. In 1978 productivity growth was 2.4 percent, which is close to
the 1948-69 trend rate of 2.6 percent. For 1978, nonfarm, nonmanu-
facturing productivity actually fell 0.3 percent so that the index of
manufacturing productivity had risen over 12 percent more than the
total nonfa'rm index since the base year of 1967. In the nonmanufac-
turing sector, the most dramatic slowdown in the productivity growth
has occurred in mining, construction, and utilities. Declines in these
industries account for more than half the productivity deceleration in
the private nonfarm sector during the past decade. These patterns are
summarized in figure 1, which shows the pattern of productivity
growth in the private nonfarm economy and some of its component
sectors.

Comparing productivity trends in the United States with those in
other countries is difficult because of differences in the nature and
quantities of statistics among the countries. There is a consensus
among the numerous studies undertaken, however, that the average

ITaken from Dentson (1979c).
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annual growth rate in labor productivity has been lower in the United
States during the postwar period than in most other industrialized
countries. And according to the Bureau of Labor Statistics study
of manufacturing productivity for 1970-74, the performance of the
United States was exceeded by all of the 11 other non-Communist
countries studied and also by 1971-75 estimates for the Soviet Union.5

Output per person-hour is still higher in the United States than in
any of these other countries, but the gap has been closing.
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FIGURE 1.-Productivity Indices, by Sector, 1948-78

Source: "Morgan Guarantee Survey," November 1978, p. 8.

6 See Fabricant (1978), p. 51l.



III. A THEORETICAL FRAMEWORK FOR EXAMINING
THE DETERMINANTS OF PRODUCTIVITY GROWTH

Productivity change in an economy is an aggregate measure of the
success of individual firms and industries in transforming inputs into
outputs. Many phenomena contribute to or detract from this success.
They range from subtle changes in worker motivation to the propen-
sity to innovate in both process and product improvements to sudden
exogenous shocks to the production process (for example, radical
energy price increases) to an alteration in the output mix from out-
puts which are measured in conventional national accounts (for ex-
ample, autos) to those which are not (for example, worker satisfaction
or environmental quality) to the nature and intensity of regulatory
policy.

Not only are these determinants numerous, but they interact in a
complex and dynamic way. Without some effort to structure the pri-
mary determinants in a systematic framework, little progress in dis-
entangling the determinants of productivity change can be expected.
In particular, little success in understanding the role of environmental
and health and safety regulations in the productivity growth process
can be expected without such an analytic framework.

In Appendix A, we present an economic model of productivity
growth that formally characterizes the potential productivity effects
of regulatory policy. By means of this model, a number of distinct di-
rect and indirect productivity effects of regulation can be represented
explicitly. Regulatory policy is certainly an independent source of
productivity growth and therefore can make a direct contribution to a
firm's productivity performance. Quite independently, important in-
direct effects can also result. Changes in regulatory intensity can af-
fect the contributions of the other unique sources of productivity
growth. An important motivation for our model is the need to for-
mally identify and distinguish these direct and indirect effects.6

A secondary objective is to identify the technical restrictions con-
sistent with alternative models of regulatory effect. Perhaps changes in
regulatory policy affect the existence of economies of mass production
but not the rate of technical change. If so, regulations may be a source
of the productivity slowdown but not of the alleged decline in the rate
of technical change. Each hypothesis implies a unique set of technical
restrictions.

Examining the structure of models consistent with these and other
regulatory hypotheses focuses attention on the various independent
and often mutually exclusive mechanisms by which regulation can af-
fect productivity. As such, the general model presented serves as the
conceptual framework for our study. We attempt to discuss the central

As will be noted below, regulatory policy may have impacts on economic and produe-
tivity growth, conventionally measured, which are not accounted for In this model. These
will be described as extra-model Impacts.

(13)
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issues addressed in this study in terms of the economic concepts intro-
duced in our model.

The structure of our model is specified by the microeconomic theory
of production. A firm's output is assumed to be a function of the in-
puts it employs, regulatory intensity, and time. We assume that input
markets are competitive but we require neither competitive output
markets nor "constant returns to scale" (output always responding in
proportion to a given change in all input levels).

The rates of change in output with respect to the various arguments
in the production function have particular economic interpretations.
The rate of change of output with respect to time indicates the firm's
rate of growth. The percentage change in output with respect to a
given percentage change in a particular input-constraining the levels
of other inputs, regulatory intensity, and time to be constant-is that
input's output elasticity. The sum of the firm's output elasticities
equals the degree to which scale economies exist-the exponential fac-
tor by which output can be expected to increase given a proportional
change in all input levels. The percentage change in output with re-
spect to a given change in regulatory intensity-constraining the levels
of all inputs and time to be constant-is defined as the rate of regula-
tory effect. Finally, the percentage change in output with respect to a
given period of time-constraining the levels of all inputs and regu-
latory intensity to be constant-is defined as the rate of technical
change.7

The rate of productivity growth is then seen to reflect the contribu-
tions of three factors: Scale economies, regulation. and technical
change. Regardless of the reasons for changes in a firm's rate of pro-
ductivity growth, these changes will be reflected in the contributions of
one or more of the above factors.

Figure 2 presents a simple scheme which is based on the formal
model developed in the appendix. While an incomplete representation
of that model, it does capture some of its essentials. All of the source
components of productivity growth-scale economies, regulatory in-
tensity, and technical change-are themselves affected by other, prior
phenomena which are not identified in the figure. For example, tech-
nical chancee occurs over time as knowledge from research and develop-
ment activities becomes embodied in the production process of an
enterprise. As this knowledge is incorporated, technical change oc-
curs and more output is achieved with a constant level of inputs, and
with no additional contribution from economies of scale and regulatory
activity. In a more elaborate diagram, then, this knowledge from re-
search and development would have a separate box with an arrow
from it to technical change.

The importance of this schema, however, is that it not only identi-
fies the three primary sources of productivity growth, but it also shows
that regulatory intensity has an indirect effect on productivity growth
through affecting the levels of the other two determinants-technical
change and economies of scale. These indirect effects are independent

As so defined, technical changes captures any phenomena associated with time which
leads to an increase in output with no change in Inputs or regulatory intensity. Thus. a
costless innovation that reduced the waste associated with producing lumber from trees
would be reflected in the measure of technical change over time. Viewed in this way, tech-
nical change Is a residual variable In explaining economic and productivity growth.
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of regulation's direct effect. The total effect of regulatory intensity is
the sum of its direct effect and its indirect effects.

Examples of these indirect effects may make interpretation of the
framework more straightforward. Consider first the effect of regula-
tory intensity on technical change. One hypothesis might be that en-
vironmental regulations require the diversion of the skills of engi-
neering and technical personnel in the enterprise toward pollution
control and away from activities designed to improve the production
process in line with evolving research findings and knowledge regard-
ing existing or available technology, personnel policies, or the organi-
zation of the workplace. Such diversion would retard technical change
over time and consequently would lead to a decrease in the firm's
technology relative to the knowledge frontier.

Similarly, consider the indirect effect of regulatory intensity on
economies of scale. Occupational health and safety regulations, for
example, often affect the organization of the workplace and the design
of the production process. Such reorganizations or redesigns may well
alter the extent to which increases in inputs-land, labor, capital,
energy, et cetera-lead to expansions in output. At the same time, other
occupational health and safety regulations might affect the inherent
productivity of a particular input. Such a regulation might, for
example, require the addition of a safety device or a noise abatement
device to a machine, which device lowers the activity rate of the
machine from n revolutions per minute to n - x revolutions. The regu-
latory activity, then, decreases the inherent productivity of the ma-
chine (and, implicitly, of the worker who operates the machine).
In both instances, the OSHA regulations may alter the slope of the
firm's longrun average cost curve which reflects the firm's average
cost of producing only its conventional outputs.

The direct effect of regulatory intensity on productivity is per-
haps the easiest to visualize. If environmental regulations require
the use of labor and capital in order to, say, abate residual emissions
to environmental media, the inputs to the firm would now be able to
produce a lower level of conventional output. The regulations, thereby,
directly reduce firm productivity.

As these examples suggest, regulatory intensity affects enterprise
productivity through rather distinct processes or mechanisms, some of
them direct and some indirect. In analyzing the role of regulatory
policy in explaining the recent decreases in productivity growth and
lagging economic performance, it will prove helpful to keep these
distinct channels of impact in mind.

However, like any economic model, this framework is not a compre-
hensive one. It does not exhaust the possible channels by which regu-
latory policy can affect economic growth Here we will describe some of
the more prominent of these "extra-model" channels of impact.

The first extra-model channel concerns the potential impact of regu-
lations in constraining the level of use of any of the inputs to the
production process. Although such a constraint would lead the firm to
input choices which are nonoptimal, the regulatory effect would be
different than that described in the model as altering the marginal
product of the impact. As we shall see in a later case study, current
environmental regulations are believed to so limit capital investment in
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the copper industry. Moreover, environmental regulations are often
asserted to impede the process of gaining approval for new plantsites,
hence causing delays in capital investment or plant openings. This
effect, if it exists, would also constrain the flow of inputs into an enter-
prise. It is not explicitly captured in the model.

A second extra-model effect should also be mentioned. Regulatory
intensity may decrease productivity change through one of the direct
or indirect channels indicated in the model. Because of this decrease,
the relative prices of the affected commodities may increase. These
higher prices will become costs of other producers, in turn resulting
in higher prices for their commodities. These higher prices will retard
the growth of demand in these impacted sectors. To the extent that
there are potential economies of scale in these activities attainable
only through the growth of demand, these will be foregone because
of regulatory intensity. This effect is a general equilibrium effect which
would affect aggregate productivity change in the economy. However,
because the model concerns the determinants of productivity change in
a single firm, it will not be captured in the model

A third extra-model channel should be considered as wvell. The pro-
dnetion function framework underlying the model pertains to a single
production activity. Aggregate performance of the economy, however,
is an aggregate of the performance of numerous individual activities.
Regulatory intensity may bear differentially across sectors, altering
the composition of outputs and affecting aggregate economic per-
formance. This compositional effect will not be captured in the model.
In considering the full effect of environmental and health and safety
regulations on economic performance. these more subtle dynamic and
compositional extra-model effects must not be overlooked.
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IV. HYPOTHESES ON THE CAUSES OF THE POST-1965
SLOWDOWN IN PRODUCTIVITY GROWTH

The model of productivity growth in the appendix is "firm specific.'
By specifying the nature of a firm production function, the primary
unique determinants of productivity growth are isolated, including
what we have called "regulatory intensity " To move from this model
to a model of productivity growth for the economy as a whole, one
must aggregate these "firm specific" functions. For the entire economy,
then, changes in the composition of the firms over which the aggrega-
tion occurs-in addition to the primary determinants-will also affect
productivity growth. Moreover, our firm specific model recognizes that
each of the primary determinants is itself a function of prior vari-
ables. For example, technical change over time is likely to be deter-
mined by the growth of knowledge generally, and in turn the growth
of knowledge is likely to be a function of aggregate R. & D. spending.
Thus, in understanding aggregate productivity growth, the role of
the primary determinants of firm productivity growth and the forces
which affect them must be considered, as well as changes in the com-
position of firms in the economy.

A further complication also arises. The implicit notion of full
factor productivity growth which is embodied in our theoretical model
does not conform to the conventional measures of productivity
growth. The conventional index is either a single factor index-the
ratio of the aggregate time series for total output in the economy
and the time series for total person-hours of input-or one which has
only labor and capital inputs in the denominator. As a result, changes
in some of the primary determinants of productivity growth which
we have identified will not affect the conventional measures of pro-
ductivity change in the same way and to the same extent. Because of
the inadequacy of these measures, full factor productivity-as we have
defined it-might well be increasing while some conventional measure
of productivity change is decreasing. Having said this, however, it
should be noted that the direct effect of regulatory intensity on pro-
ductivity growth is likely to have the same sign, irrespective of the
productivity measure.

In section II, we identified the changes in productivity growth
which have occurred since 1965. as captured in the conventional in-
dexes. Because part of our task is to understand why these measured
indexes have performed so inadequately in recent years, we will men-
tion a few of the most widely hypothesized causes of the post-1965
slowdown in this section. In doing so, howvever. we will employ the
categories isolated in the theoretical model-regulatory intensity, tech-
nical change, change in individual factor productivity (which mani-
fests itself in reduced seale eeomoonuies). and Clhangc iln output
composition.

(17)
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At the outset, however, it must be recalled that the quantitative
magnitude of the decline in productivity growth varies somewhat with
the empirical measure which is used. The use of nonresidential business
income per person employed, for example, ignores changes in hours
worked. In fact, however, part-time employment has grown in recent
years, especially with the rapid growth of women and teenagers
in the labor force. There have also been minor reductions in the
average hours of full-time wage and salary workers. Largely for
this reason, then, productivity growth for 1973-78 was actually
negative by this measure (see table 1).

The difference in the magnitude of the slowdown in productivity
growth implied by the use of total private sector output person-hour
as opposed to private nonfarm output per person-hour is accounted
for by the marked shift of labor from the farm to the nonfarm sector
which has occurred over much of the last three decades. Because the
level of labor productivity in the farming sector had been much lower
than that for nonfarm labor, this shift has contributed to the rise in
overall labor productivity which has taken place. However, most of
this shift in the labor force occurred before 1966. Since 1967, very
little additional movement has taken place. Moreover, levels of labor
productivity in the farm and nonfarm sectors are now much closer than
they have been in the past. For this reason alone, then, one of the
major sources of productivity growth-as measured by total private
sector output per person-in the two decades after the war was no
longer available in the third decade. And, as a consequence, few gains
in total private sector labor productivity have resulted from this
source in recent years.

As previously mentioned, the decline in the growth of labor
productivity has exceeded that of measures which consider total factor
input because of recent declines in the growth rate of the aggregate
capital-labor ratio.

TECHNICAL CHANGE

The contribution of technical change to productivity growth occurs
over time as technical and organizational knowledge becomes incor-
porated into the production process of individual firms. It is, of course,
difficult to measure how much more we "know" now compared with
1967 or 1973, or how much of what we "know" has been incorporated
into the production process now, as opposed to 1967 or 1973. However,
a prominent hypothesis is that a slowdown in technical change has
accounted for a major portion of the slowdown in measured produc-
tivity growth.

There is some modest support for this hypothesis in the data on re-
search and development (R. & D.) outlays in the United States. Un-
doubtedly, a major contributing factor to past advances in knowledge
has been substantial and growing R. & D. outlays. In recent years, the
pace of such spending has not been as rapid as in the past.

As a percentage of gross national product, R. & D. spending reached
a peak in the mid-1960's during the high-water years of the NASA
space effort. At that time R. & D. accounted for roughly 3 percent of
GNP. Since 1966, however, R. & D. has undergone a slow decline until
it now accounts for only about 2 percent of the Nation's spending.



19

R. & D. spending by the private sector has grown steadily with GNP,
but Government-financed efforts have not.

While a plausible source of the slowdown in growth, this factor has
not been assigned much weight by most observers. For example, (Deni-
son, 1979b) notes that advances in knowledge only increase measured
productivity growth if they result in innovations which reduce the
unit costs of products already in existence (process innovations). To
the extent that they lead to the introduction of new final products
(product innovation), measured productivity growth is not affected.
Much federally financed R. & D. involves advances in knowledge of
the latter type. Since the proportion of private R. & D. has not fallen,
Denison concludes that "there is no assurance that R. & D. spending
contributed anything to the decline in productivity growth."

CHANGES IN ECONOMIES OF SCALE

A second potential cause of the slowdown in productivity growth
concerns a reduction in available economies of scale waiting to be
exploited by U.S. firms. Like the technical change category, this is
a difficult source to document. Again, however, some circumstantial
evidence does provide support for this hypothesis.

There are several considerations which have led many to conclude
that economies of scale are an important factor. First, there are some
industries in which there are potential economices of scale, but these
economies may occur only at output levels which exceed those cur-
rently demanded by consumers. During a slowdown in general eco-
nomic growth, then, it may not be possible to exploit these economies.

Another possibility is that because the U.S. economy has "matured,"
the number of industries to which the above discussion applies has
dwindled. Demand may be sufficient to achieve the economies which
are available, but there just aren't many more to be had.

Changes in the level of scale economies may also become important
in a period when there are significant changes in input prices. In the
electric power industry, for example, there is evidence that higher fuel
prices have increased electricity rates constraining the demand for
electricity and have caused utilities to choose input combinations ex-
hibiting lower scale economies (Gollop and Roberts, 1979).

Moreover, as noted in the theoretical discussion in section III,
changes in individual factor productivities-whether induced by reg-
ulatory intensity or by other factors-appear as a change in economies
of scale. Numerous hypotheses have been put forward concerning the
role of the decline in individual factor productivity in explaining the
slowdown in aggregate productivity growth-for example, the decline
of the work ethic, the lapse of "Yankee ingenuity," and the changing
composition of the labor force. Again many of these hypotheses are
difficult to verify, although in some cases empirical evidence does give
some clues.

Consider, for example, the changing composition of the labor force.
During the post-1966 period there have been sharp increases in the
labor force and in labor force participation rates, and the age-sex
composition of these increases has been heavily weighted toward
women and teenagers. In 1964, prime-age males (those 25-54) com-
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posed 46 percent of the labor force. For 1978, the figure was 36 percent.
In part this has been due to the fact that persons born during the
"baby boom' reached working age and entered the labor force. It also
reflects the recent explosion in labor force participation by women.

Because they lack experience and have average education levels be-
low the prime age working groups, new entrants into the labor force
are typically less productive than their more experienced counter-
parts. This is most apparent in the case of teenagers. In the case of
women, barriers have existed into the more productive lines of work,
irrespective of age, and women have also had relatively fewer oppor-
tunities for training.

In the future, the composition of net increments to the labor force is
expected to have a positive effect on productivity. Because of a large
drop in the birth rate in the 1960's, relatively fewer youths will reach
working age in the 1980's. It has been estimated that the population
aged 16 to 24 will decline by a full 6 million people. At the same time.
the number of persons 25-54-lthe years of peak productivity-will be
increasing substantially. In addition, women are expected to grain in-
creasing access to training and more productive lines of work.

A second potential source of change in factor productivities relates
to the effect on individual factor productivities due to an unexpected
exogenous change in the relative price of a single factor, which change
induces shoit-run factor substitution resulting in a shift of the firm
from its long-run, least cost expansion path. The energy price change
in 1973 and subsequent years is of this exogenous unexpected sort.
While for many years, U.S. citizens enjoyed the availability of cheap
sources of energy (largely because of puiblic policy measures), 1973
brought an abrupt end to this situation. The quadrupling of the world
price of crude oil by the OPEC cartel undoubtedly had a severe effect
on the production processes of the economies of the world's indus-
trialized nations. While changes in relative prices may occur daily
without tremendous strain to whole econnomies, the magnitude of the
energy price change, combined with the complementary nature of
energy and capital. wvas a serious blow. The sharp hike in energy prices
increased the obsolescence rate of a good deal of capital already in-
vested. Plant and equipment intended to be used over a period of years
suddenly became less productive to employ. Moreover, there were ad-
justment costs as businesses had to employ resources, first, to learn how
to operate in the new energy environnment, and second. to actually
make the necessary adjustments in the structure of production.

A third potential source of the productivity slowdown that can be
categorized under the topic of a change in factor productivities is the
measured change in the capital-labor ratio. A common hypothesis is
that artificial contraints-for example. taxes. reduced savings due to
income transfer programs-have reduced capital investment, causing
a short-run shift in production processes away from least cost optima.
This shift is not unlike that related to the energy increase. resulting in
a reduction in factor productivities.

An economv's rate of capital investment (which is reflected in the
capital-labor ratio) is of substantial importance for achieving in-
creases in productivity. regardless of the measure used. It is largely
through new plant and equipment that more advanced technologies
are introduced into the production )rocess Moreover, in the absence
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of increases in capital inputs, producers will experience diminishing
marginal returns to each additional unit of labor employed. One of
the most striking features of those countries which have achieved high
levels of productivity has been the accompanying increases that have
occurred in these countries' capital-labor ratios.

At the same time that the labor force in the United States has ex-
perienced an increase in its growth rate, the country's capital stock has
grown at a somewhat reduced rate. From 1947 to 1973, the capital
stock grew at an average annual rate of 4 percent. Since 1973, however,
this average has been only 2.5 percent. Net of depreciation, capital per
employed person rose at an average annual rate of about 2 percent
from 1948 to 1969, but fell to about 1.2 percent thereafter.

Returns to capital (profits, net interest, rental income, and depre-
ciation) have represented about one-third of private sector income
throughout most of the postwar period. According to growth theory,
a 1-percent decline in the capital stock will then produce a one-third
percent decline in the economy's overall growth rate. A 1.5-percent
annual decline in capital stock would thus have produced a 0.5-percent
annual decline in the Nation's overall growth rate.

The reduction in factor productivities, then, is a potential source of
the decline in productivity growth. In turn, this decline in factor pro-
ductivities could well be related to the changing composition of the
labor force, the unanticipated increase in energy prices, and the con-
straints on capital investment.

REGULATORY INTENSITY-THE EFFECT OF ENVIRONMENTAL AND HEALTH/

SAFETY REGULATIONS

Over the past few years, government regulations have required that
an increasing proportion of the labor and capital employed by busi-
ness be devoted to the protection of employee health and safety and to
pollution abatement. While such regulations may involve substantial
benefits, their contribution to measured output-the marketed goods
and services produced-is minimal. Capital spending as a percentage
of gross national product, which has fallen to 9.5 percent from a peak
of 11 percent in the mid-1960's, drops to 8.7 percent if one considers
the investments mandated by these regulations to be nonproductive,
in the sense of producing measurable output.

Since 1967 there have been numerous regulations issued governing
worker health and safety. The Occupational Safety and Health Act
(OSHA) was perhaps the most noteworthy piece of legislation in this
regard. Also to be considered are safety regulations with respect to
motor vehicles and legislation to protect employee health and safety
in coal. metal, and nonmetal mining. The increase in health and safety
regulations in the mining industry has been particularly striking.

As for pollution control measures, there were certainly undertaken
prior to the mid-1960's (the Water Pollution Control Act of 1948, the
Air Pollution Control Act of 1955. and the Clean Air Act of 1963),
but early legislation did not affect business costs the way subsequent
measures did. The measures undertaken in the more recent period in-
clude the Water Quality Act of 1965, the Motor Vehicle Air Pollution
Control Act of 1965, the Air Quality Act of 1967, the Clean Air
Amendments of 1970, and numerous other amendments to these basic
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air afid water pollution laws. State and local governments have also
passed a variety of measures and have enforced existing provisions
more strictly.

If adapting to these changes in regulations has caused inputs to be
employed which make little contribution to measured output, then
measured productivity has suffered on this account. Of course, if these
changes havc produced benefits which are not captured by conven-
tional measures, then "true" output has actually been somewhat higher
than the official statistics indicate.

This resource diverting impact of regulations constitutes the direct
impact of regulatory intensity defined in the theoretical section. In
addition, it must be recognized that regulations can effect produc-
tivity growth indirectly through its effects on technical change and
factor productivities-and through them economies of scale-as noted
in section III.

THE COMPOSITION OF OUTPUT

The primary sources of productivity growth noted above are those
identified in the firm-based model described in section III. As has
been indicated, however, aggregate productivity growth reflects the
aggregation of firm production functions. Hence the composition of
the national output is also a relevant variable. And, a good deal of
speculation has surrounded output composition as a potential source
of the slowdown in productivity growth.

One obvious speculation regarding the slowdown in productivity
growth in the nonfarm private business sector concerns the increasing
share of output accounted for by services as opposed to manufactured
goods. The relative share of manufacturing in total employment has
been declining steadily now for two decades. And in the most recent
period from 1972-77, output in services rose 45.8 percent (in terms of
1972 dollars) while manufacturing output rose only 39.9 percent. GNP
rose 41.29 percent. Since productivity in services has been. on average.
below that in manufacturing, overall productivity may have slowed as
a result of the shift to services. (This slower growth in productivity
in the services sector is seen in figure 1.)

Not only has productivity in services been below that in the rest of
the economy; it has fallen further and further behind the rest of the
economy over time. In 1948, service productivity was 96 percent of the
economywide average; by 1977 it had fallen to 61 percent of the
average.

If one looks at the composition of the additional hours worked within
the service sector during the 1972-77 period, 43 percent of the increase
occurred in health services. This had led writers such as Thurow (Thu-
row, 1979) to emphasize the importance of the unit cost of health care
(which, of course, has been increasing rapidly) in explaining the de-
cline in productivity growth.

In this discussion, then. we have noted many of the prominent hy-
potheses concerning the slowdown in productivity growth, and have
related them to the theoretical framework of section III. In the next
section, the factor of primary interest-regulatory intensity-will be
looked at in more detail. In particular, we will attempt to describe
some of the practical. real world channels by which regulatory inten-
sity can-directly and indirectly-affect productivity growth.



V. ENVIRONMENTAL, HEALTH, AND SAFETY REGULA-
TIONS AND PRODUCTIVITY GROWTH: THE CHAN-
NELS OF IMPACT

In the previous section, the catalog of the most widely discussed de-
terminants of productivity change was presented. One of the items in
that catalog is environmental, health, and safety regulations imposed
on enterprises. In this section, this determinant is discussed in more
detail. In particular, the channels by which such regulations might ef-
fect either the output numerator or the input denominator of produc-
tivity indexes are discussed. To keep this discussion simple, we will
speak of only pollution control regulations, although analogous chan-
nels of impact exist for each of the other forms of regulation as well.

The hypothesis that environmental regulations induce reductions in
productivity growth is based on several conjectures. Each conjecture
relates to some aspect of policy-induced business behavior which could
lead to an increase in inputs with no corresponding increase in output
or, conversely, a decrease in output with no corresponding change in
labor input. The following represent the major types of behavioral re-
sponses by business firms in response to environmental regulations
which could lead to reduced productivity growth. In our description of
them, we have tried to be as realistic as possible, yet maintain consist-
ency with the theoretical framework of section III (and Appendix A).

1. Pollution control regulations require residual reducing invest-
inents. which investments compete with normal investments in produc-
tion plant and equipment, crowding out the latter to some unknown
extent. Hence, labor has less capital with which to work than it would
otherwise have, and as a result its output may be reduced. In this way,
regulations would be input biasing.

2. Pollution control regulations tend to be engineering standards
rather than performance standards, hence, inducing a level of capital
investment and capital intensity which is in excess of that required to
achieve the residuals reduction desired. This excess capital intensity
may also crowd out normal investments in plant and equipment.

3. In both water and air pollution regulations, new sources of pollu-
tion are subjected to much more stringent standards than existing
sources.8 This uneven treatment tends to induce business to retain ex-
isting-and lower productivity-plants and equipment in use longer
than otherwise, and to delay the introduction of new capital with more
advanced technology.

aIn the water pollution area in the United States, the "best available technology" (BAT)
and "best pract'cal technology" (BPT) standards were delayed or not enforced for existing
plants. New plants, however. have had to meet "best available demonstrated control tech-
nology standards." In the air pollution area in the United States, existing sources deal in
an ad hoc fashion with State enforcement and implementation agencies. while new sources
are mandated to install the best available technology.

(23)
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4. Pollution control equipment, once installed, requires manpower
for its operation and maintenance. This manpower adds to labor input
with no addition to salable output.

5. To avoid dislocations in the form of plant closings and manpower
layoffs, environmental regulations have been enforced more stringently
in the case of fast growing than of slow growing industries, hence, in-
hibiting an important source of productivity increase.

6. Related to 5, utilities have both high productivity growth records
and are relatively immune from layoffs and closing. Environmental
regulations imposed on this sector, therefore, tend to be more stringent,
hence, inhibiting output growth in a sector which has historically
experienced a high rate of productivity increase.' 0

7. Efforts to avoid any deterioration of pristine areas-the "pre-
vention of significant deterioration" (PSD) provision-has eliminated
desirable new plant locations for growing industries, entailing re-
tarded plant construction or choice of less productive locations.

8. The conformance to environmental regulations, including the
securing of information regarding them, the obtaining of informa-
tion regarding options to meet them, and the legal and administrative
activities undertaken to avoid, delay, or change them requires labor
services which yield no salable output.

9. Closely associated with environmental regulations are land use
controls. These controls have both made some prime candidates for
plant location inaccessible to cost of site choice decisions. In particu-
lar, as has been emphasized by Quarles (1978), meeting this require-
ment has delayed the rate of plant expansion and modernization, and
has stretched out the construction period. These effects translate di-
rectly into productivity reductions and, because of their effect on cap-
ital investment, also indirectly impede the rate of productivity growth.

In principle, each of these channels of potential impact are em-
pirically testable. In practice. however, data does not exist to quantify
any one of them with reliability. However, this is not to say that efforts
have not been made to attribute to environmental regulations some
amount of the post-1965 reduction in productivity growth rate.

9 This assertion has been made In Crandall (1979a) and Crandall (1979b). Crandall doe*
uments that those Industries bear ng the bulk of required pollution control exnenditures in
the 1973-76 period have had higher growth rates than all Industries combined in the
United States. This is particularly true of the chemical and electric utility industries.

10 Nearly 30 percent of total nonfarm private business expenditures for pollution control
has been in the electric utility industry during the 1973-76 period In the United States.
See Crandall (1979a), p. 7.



VI. ECONOMIC GROWTH, PRODUCTIVITY CHANGE, AND
PUBLIC REGULATIONS: THREE CASE STUDIES

PUBLIC REGULATIONS AND URBAN WASTE-ENERGY CONVERSION SYSTEMS-

A CASE STUDY 1 1

Dependence on foreign oil is an important drag on economic growth
in the United States and lies at the heart of the U.S. balance of pay-
ments problem. At the present time, about 45 percent of the Nation's
oil and 5 percent of the Nation's gas are imported. Because of this
dependence, U.S. energy prices have risen in line with OPEC's escala-
tions, and legislated efforts to control the allocation and use of oil,
to promote its conservation, and to stimulate exploration have been
implemented. And while a good deal of discussion on petroleum sub-
stitutes and new energy sources has occurred, few new sources have
emerged as financially viable. A reasonable hypothesis is that the body
of public regulations-by distorting prices and incentives-has re-
tarded the development and introduction of alternative energy sources.
In this section, the case of a new set of technologies for transforming
municipal waste to energy will be explored, and the role of public
regulations in inhibiting this development will be appraised.

At the present time, about 150 million tons of municipal solid waste
(MSW) are generated each year. This is expected to increase to 225
million tons by 1990. The vast bulk of this waste is collected and dis-
posed of by municipal governments by means of incineration, land fill,
or ocean dumping. The cost to society for this collection and disposal
is $30 per ton-a total bill of $4 billion per year. In constant dollars,
this total cost is expected to rise to $10 billion per year by 1985.

Much of this solid waste is combustible-about 75 percent-and each
ton could provide the equivalent energy of 65 gallons of fuel oil or
9.000 feet of natural gas. Moreover, it is low in sulphur content and can
be fired in available steam boilers. A number of waste-to-energy
conversion processes are now commercially-available, and several more
are in some stage of development or testing. The primary of these
new technological possibilities are:

1. Incineration with heat recovery;
2. Refuse derived fuel (RDF), to be used in conventional

boilers;
3. Pyrolysis (thermal decomposition to produce oil or gas);
4. Bioconversion (biological decomposition to produce energy);

and
5. Hydrogenation (high pressure conversion to produce oil).

' Much of the background Information for this case is from U.S. Comptroller General
(1979a).

(25)
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Although these processes are available and widely used in Europe,
only about 1 percent of U.S. solid waste is converted into energy at the
present time.

Given the availability of such technologies, why have they not been
adopted in the United States? Does the widespread use of this technol-
ogy in Europe reflect uneconomic decisions on their part, or are there
special conditions in the United States which deter this innovation
here? Do public regulations form some of these special conditions?

The introduction of this new technology in the United States re-
quires that it be commercially viable-that a private enterprise be able
to make a profit on its introduction or that a municipality be able to
reduce its solid waste disposal costs because of its introduction. The
determination of this commercial viability or cost effectiveness de-
pends on the benefits and costs of its introduction and these benefits
and costs in turn depend on observed prices or other institutional
arrangements.

The typical procedure required for introducing a waste-to-energy
project involves a contract between a municipal government and an
energy producing and marketing enterprise. Assuming the enterprise
would finance and construct the processing technology, the munici-
pality must be guaranteed by the contract a waste disposal alterna-
tive which reduces its costs of waste disposal, and the enterprise must
be able to bear the costs of the facility (including obtaining the waste)
and market the energv produced in such a way as to yield a net profit.

Assume that adoption of a waste-to-energy process is efficient in
that the social benefits exceed the social costs of its introduction-it
passes a national efficiency test. Apparently, however, such technolo-
gies do not pass the commercial tests of either private enterprises or
municipalities or both. Otherwise, innovations of this technology would
be far more prevalent than they, in fact, are.

Upon inspection, it appears that several institutional considerations.,
several of them public regulatory actions, impede the introduction
of this technology. These include:

1. State utility rate regulation practices
Current practices by State regulatory commissions allow utilities

to pass on any increases in the cost of conventional fuels-oil and
coal-in the form of higher rates. At the present time, several regula-
tory commissions have not allowed utilities to include MSW energy
investment costs in the rate base. Because utilities are the primary
customers for the MSW fuel produced, this is a serious regulatory
impediment.

2. Federal Government energy regulations
For decades now, a central objective of Federal policy has been to

keep the domestic price of petroleum products below the real costs of
producing them or buving them on the world market. Proposals for
the "deregulation" of the price of crude oil involve allowing the price
to move up toward its market clearing (or world price) level. Main-
tenance of an artificially low domestic price of crude oil restricts the
ability of substitute fuels-such as MSW derived fuels-to compete
with conventional fuels. In effect, current Federal energy policy subsi-
dizes the petroleum option, thus retarding the introduction of alter-
native potentially lower real cost energy sources.
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3. Federal and State land use and environmental regulations
As explained above, a primary mode of solid waste disposal at the

present time is landfill. During the course of municipal landfill opera-
tions, serious environmental costs are imposed on neighboring sites,
which costs may continue after landfill activity. Land prices do not
reflect these disamenities, and environmental regulations do not require
municipalities to bear these costs. As a result, use of landfill relative
to MISW energy conversion appears attractive. Were environmental
and land use regulations structured to require municipalities to bear
the full cost of landfill disposal, alternative energy conversion proc-
esses would appear more attractive than they do.

4. Federal transportation rate regulations
At present, Interstate Commerce Commission transporation rate

determinations award lower per ton freight rates to raw materials
shipments than to those of recovered or recycled materials. Apparently,
cost differentials do not support these rate differentials. Such regula-
tions also arbitrarily discriminate against MSW energy conversion,
and retard the introduction of this technology.

These regulations, then, all work in the direction of retarding the
introduction of this new resource recovery technology. Additional in-
stitutional constraints involving tax policies biased toward the extrac-
tion of virgin raw material relative to recovered or recycled materials,
legal prohibitions on long-term municipal contracts with commercial
enterprises, and organizational difficulties encountered by individual
local jurisdictions attempting to pursue regionally coordinated re-
source recovery activities reinforce these regulatory impediments.
While it is not known with certainty that available MSW energy con-
version technologies are cost-effective from a national efficiency point
of view, there is evidence that they may well be. If their introduction
would serve efficiency, cost reduction, and economic growth goals, it
is clear that current regulations-both State and Federal-would re-
tard, at best, or eliminate, at worst, the ultimate adoption of this
energy-saving technology. These same regulations will reduce research
and development expenditures on these technologies by decreasing the
potential return to such activities.

THE DAVIS-BACON ACT AND MACROECONOMIC PERFORMANCE-A

CASE STUDY 12

Although generally not perceived as such, the Davis-Bacon Act is
essentially a piece of regulatory legislation. In this brief discussion,
the basic provisions of the act will be described, as well as the practices
and procedures to which they have given rise. Then, the likely impact
of these practices and procedures on economic growth, efficiency, and
productivity will be described, as well as the processes by which these
results occur.

The Davis-Bacon Act, passed in 1931, requires the Secretary of
Labor to stipulate the minimum wages which can be paid to various
categories of laborers and mechanics employed on construction or re-
pair contracts (in excess of $2,000), either fully or partially financed

12 Several reports contributed background Information for this case, especially. U.S.
Comptroller General (1979b).

64-472 0 - 80 - 3
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by the U.S. Government. These stipulated wages are to be those paid
for similar work on similar projects in the area. The original purpose
of the act was to discourage nonlocal contractors from winning Gov-
ernment contracts by hiring low-paid labor from outside the project
area. In 1977, the act covered about 600,000 contracts and 22 percent of
the Nation's 3.8 million construction workers.

Under the act, the responsibility for setting these wages falls on
the Secretary of Labor. He, in turn, has delegated it to the Wage and
Hour Division of the Employment Standards Administration of the
Department of Labor (DOL). This division issues two types of wage
standards-a project standard (which pertains to a particular project)
and an area standard (which applies to all projects within a defined
region).

Before suggesting some of the likely macroeconomic impacts of the
act, it is necessary to identify how the wage determinations are made by
the DOL. As indicated above, the original purpose of the act was to
keep contractors from eroding wage levels in relatively high wage areas
by using labor from relatively low wage areas. As the act has been ad-
ministered, local wages often have not been chosen by the DOL; rather
the agency has looked to union-negotiated, collectively bargained wage
rates, many times in proximity to the locality but often quite distant
from the site. In other cases, DOL has apparently set wages which
are below the prevailing rates which the law stipulates. Judgment,
rather than surveys, have served as the bases for these determinations.
In short, actual wage determinations by DOL show a wide variance
around actual prevailing rates.

Because of both the regulations implied by the law and the way the
law is administered, several deleterious impacts on the performance of
the economy can be identified:

1. The effect of higher-than-prevailing wage deternminatiowis
When DOL wage determinations are above prevailing wage levels,

it is because of union-dominated wage rates in other localities. As a
result: (a) Local contractors are discouraged from bidding in fear of
the necessity of having to adjust upward the wages paid in the same
locality for similar work (this discouragement implies decreased com-
petition) ; (b) outside contractors, which are usually unionized, will
the contracts, hence extending union practices and wage structures to
other localities; (c) the contract prices were higher-and hence
more inflationary-than they would have been if union wages had
been paid ;13 (d) these higher than prevailing wages reduce the prob-
ability that otherwise unemployed workers in the relevant communities
would be brought into employment by the new construction; and (e)
in mncnh the same way, the market demand for low skilled, disadvan-
taged workers would be shifted toward more highly paid, highly
skilled workers.
2. The elimination of wage competition through wage regulZation

Within the constraints of the national minimum wage law, the wage
and job competition in the labor market serves an important function.
It constrains monopoly power and restrictive practices engaged in by

'3 The GAO (op. cit.) indicated that in these cases. the costs of Government construction
contracts were 3-4 percent higher than they would otherwise have been.
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some unions; it gives incentive for laborers to move when employment
demands are low in their communities, and incentive for businesses to
expand or to locate in these same communities. The responses to these
incentives are an integral part of a mobile, productive, and competitive
society. The administration of the Davis-Bacon Act, by regulating
wage levels in nonunion communities to bring them into conformance
with those in union-dominated communities, erodes these characteris-
tics of a productive and competitive economy.

3. The reporting characteristics associated with Davis-Baco'n are costly
and burdensome

Associated with the Davis-Bacon Act is the Copeland Anti-Kick-
back Act, which require major contractor wage posting, detailed
recordkeeping. detailed weekly wage reporting and weekly compliance
affirmation, subcontractor monitoring, and data storage and retrieval
activities. The GAO has estimated that these private sector contractor
costs totaled nearly $190 million in 1977, which when added to DOL
and other Federal agency administrative costs, totaled over $200
million. These costs reflect a diversion of real resources from businesses
(especially) and result in no increase in measured output. Their pres-
ence indicates a direct reduction in measured productivity.

While these regulations, then, take quite a different form from those
involved discussed in the MSW-to-energy case, their net result is quite
the same-reduced measured productivity, increased prices, reduced
demand for unemployed workers, and the diversion of investment
activities from their lowest cost, most efficient location, size, and
composition.

1lE1)ERAL AIR AND WATER POLLUTION CONTROL REGULATIONS AND THE
iCONOrMIC PERFORMANCE OF THE U.S. COPPER INDUSTRY-A CASE STUDY "

In the first case study, we focused on a particular set of technolo-
o.ies-those for transforming municipal solid waste into energy-and
inquired regarding the impact of public regulations in general on
the probability of the introduction of that technology, and, if intro-
duced, the effect of regulations on the timing of the introduction.
The second case study took a specific set of regulations-those man-
*lated by the Davis-Bacon Act and requiring public setting of wage
levels for particular types of workers-and inquired regarding the
impact of these provisions on several aspects of economic perform-
aiice-unemployment, inflation, competition, and factor mobility. In
this final case study, our focus will be on a particular set of regula-
ions-Federal air and water pollution control regulations-and their

impact on the economic performance of a particular industry-the
copl)er industry. We shall first briefly describe the regulations and
then after discussing the nature and structure of the copper industry,
indicate how these regulations have affected economic performance
in this sector.

Since 1970. both Federal air and water pollution regulations have
sought to Ieduce emissions of pollutants into the environment by
means of regulations mandating the installation of particular tech-

Muich of the background information for this case is taken from R. Hartmain.
I;. Bozdognn. and R. Nadkami (1979).
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nologies by offending industries. For example, the 1972 Water Pol-
lution Act Amendments required offending point sources to install
"best practical (control) technology" (BPT) by 1977 and "best avail-
able (control) technology" (BAT) by 1983. The Clean Air Act
Amendments of 1970 required attainment of national ambient air qual-
ity standards by means of (1) the designation of technology-based
regulations for new plants, (2) the maintenance of high air quality in
presently "clean" areas, and (3) the improvement over time of air
quality in currently "dirty" areas. Note that in both the air and water
pollution control cases, the imposition of technology-based standards
is central to the regulatory strategy.

The U.S. copper industry consists of four principal production
processes-mining, milling, smelting, and refining. The first three of
these stages are heavily impacted by Federal air and water pollution
control regulations, the first two by the water regulations and the
smelting process by the air regulations. In this case study, we will
concentrate on the air quality regulations and their effect on the smelt-
ing stage in the copper industry production process. This stage has
been a target of emissions regulations because of its substantial dis-
charge of sulfur dioxide into the atmosphere.

Consider first, the primary characteristics of the air quality regu-
lations, as they pertain to the smelting of copper:

1. The national air quality standards must be met by permanent
technologies, and not by intermittent controls such as the dispersal
of emissions through tall smokestacks or the reduction of output under
stagnant or other poor meteorological conditions. There permanent
installations culminate in what is known as the "ultimate emissions
limit" which must be met by 1988.

2. All new smelting capacity must contain the best available emis-
sions control technology. "New" is interpreted to mean reconstructed
or modified capacity as well.

3. Proposed smelting capacity additions or expansions in "clean"
areas must meet particularly strenuous technological requirements.

4. In "dirty" areas, modifications to smelting capacity must result
in reduced total emissions throughout the installation of processing
equipment capable of the "lowest achievable emissions rate" (often
known as LAER).

These regulatory characteristics become transformed into detailed
requirements which result in significant reductions of S02 emissions
of the smelting process of the copper industry. The following gives
some notion of the degree of emissions reductions which are achieved
by the regulations: 15

1. The permanent emissions control equipment which is required
to meet the 1988 "ultimate emissions limit" will result in at least
90 percent of the sulfur entering a smelter to be "captured."

2. The "reasonably" available control technologies required cur-
rently for most existing smelting facilities required the capture of
from 50 to 70 percent of the sulfur entering a smelter.

5 Since 1977, some variance from these strict controls has been permitted by means of an
order permitting existing smelting plants not able to meet (either economically or tech-
nically) the ultimate emissions control requirement to temporarily operate vith intermit-
tent controls or production cutbacks during adverse meteorological conditions.
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3. For any new, reconstructed, or modified smelter, a control tech-
nology must be installed which requires 99.6 percent of S02 in the
gas stream to be recovered. For existing "nonreverberatory" smelters-
the most modern of the existing facilities-this implies the capture
of over 90 percent of the sulfur entering the facility.

As a result of these specific requirements, the copper industry has
been required to both refrain from several activities and to incur
substantial investment and operation and maintenance costs in order
to meet the regulations.

As examples of constrained activities, consider the following. The
current regulations do not permit small expansions to capacity in an
existing facility, a traditional means of meeting anticipated inter-
mediate-teriri demand expansions. While new capacity may be con-
structed which meets best available control technology (BAT) stand-
ards, leadtime requirements keep such capacity additions from being
broulghlt "onstream" until 1985. For existing plants which have se-
cured a temporary variance from EPA, an additional uncertainty
arises-after the 5-year term of the variance has expired, the agency
might well order a total plant shut down. Because of these constrained
activities, then, growth of smelting capacity will be severely con-
strained until at least 1985, and some existing plant shutdowns might
well occur.

The major additional investment and operation and maintenance
expenditures stem from the need to transform existing reverberatory
capacity to nonreverberatory technology capacity by 1988 in order to
a void shutting down. A recent study indicates that if the existing reg-
ulations are strictly enforced, total capital investment of from $1.7 to
$1.9 billion (in 1974 dollars) will be required from 1974 to 1987,
in addition to about $1 billion (in 1974 dollars) of additional opera-
I ion, maintenance, and control costs-a total of nearly $3 billion (in
1-74 dollars).

Employing a dynamic econometric model of the U.S. copper indus-
try, the economic impacts of these capacity constraints and invest-
ment, operating, maintenance, and control cost impacts were evaluated
over the 1974-87 period. First, a baseline scenario implying modest
environmental regulations was defined and the paths of total output,
prices, net imports, consumption, and capacity were estimated. Then,
two alternative scenarios were identified, both implying stiff enforce-
ment but with -one permitting a more relaxed EPA stance regarding
the issuance of variances than the other. In both of the enforcement
strategies. the effects of the regulations on the performance of the in-
dustry was substantial. By 1987., prices would be 29 to 39 percent
higher than in the baseline case. domestic production would be reduced
from 25 to 33 percent, net imports would increase from 13 to 21 per-
cent, employment would be reduced from 25 to 33 percent, smelter
capacity would fail to grow at all (though capacity utilization rates
would increase markedly), and scrap copper prices would increase
from 27 to 34 percent above the baseline.

While these impacts are enormous, implying major price and import
increases and output, consumption. and employment decreases, it is
more the process by which environmental regulations are likely to im-
pact economic performance than the magnitude of the impacts which
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is of the primary interest. To be sure, the $3 billion of additional 1974-
87 cost-about $230 million per year-is not trivial. However, the
major impact of the environmental controls stems from the curtail-
ment of capacity expansion which is involved. It is this restriction
which drives up the rate of capacity utilization and with it average
and marginal costs. Moreover, by delaying or reducing capacity incre-
ments, the technological advances embodied in new capital are delayed
or forgone and domestic markets are lost to foreign suppliers. And, it
should be noted that in the same way that capacity expansion in the
mining, milling, and refining stages of the copper industry are linked to
capacity levels in copper smelting, so too is the output and capacity of
both suppliers and customers of the copper industry linked to the out-
put and employment levels of this industry. It is this process by which
environmental regulations affect capacity and the introduction of new
technology in the private sector that this case study illustrates.



VII. ASSESSING THE IMPACT OF ENVIRONMENTAL AND
HEALTH/SAFETY REGULATIONS ON MACROECO-
NOMIC PERFORMANCE

THE EFFECT OF ENVIRONMENTAL REGULATIONS ON PRODUCTIVIlT CHANGE

Environmental regulations and reductions in productivity growth
are both phenomena of the 1970's in the United States. Are they inde-
pendent phenomena, or has the imposition of regulations caused-or
at least contributed to-the slowdown in productivity growth? Numer-
ous studies have directly or indirectly attempted to answer this ques-
tion, and many more assertions have been made on both sides of the
issue. In this section, the primary research studies which have at-
tempted to answer this question will be described, compared, and
critiqued.

Without question, the most influential study of the effect of environ-
mental regulations on productivity is that by Edward Denison, re-
ported in the January 1978 Survey of Current Business.1 6 This study
is part of a larger project which also seeks to estimate the effects of
health and safety regulations and rising crime.

In this study, productivity is measured in terms of output (defined
as final product in the national income and product accounts) per
unit of factor input. Denison confines his analysis to the nonresidential
business sector because it is in this sector that environmental regula-
tion is concentrated. Output in this sector is valued at factor cost (in-
cluding profits) instead of market prices so as to exclude the effects
of indirect business taxes. Factor input refers to a combined measure
of labor, capital, and land. These three factors of production, and the
various types of each factor, are combined by using their earnings as
weights. The set of inputs used is not exhaustive. Energy and mate-
rials inputs, for example, are not explicitly analyzed. Nonetheless, the
aggregate measure of total factor input used by Denison is derived
from the national product accounts and, thus, reflects their usage.
Denison then estimates the incremental costs of production made neces-
sary by environmental regulations. These costs as a percentage of total
factor cost are used as an estimate of the percentage reduction in out-
put per unit of input attributable to regulation. This procedure, in
effect, assumes that the factor inputs required for environmental con-
trol are diverted directly from producting marketed output, resulting
in an equivalent decrease in the numerator of the productivity index.

To estimate the incremental costs of production made necessary by
environmental regulations, Denison considers environmental expendi-
tures made by business but not by consumers or government since the
latter do count as part of measured output. Capital goods purchased

' Denison (1978).

(33)



34

by business for pollution abatement also count as part of measured
output, but measured output is reduced by an amount equal to the
value of the services this capital would have provided if used to pro-
duce final products instead of improved environmental quality. The
value of these alternative services (which can be thought of as an op-
portunity cost) is measured by the sum of depreciation on pollution
abatement capital and an imputed net return on his capital which is
calculated as the product of the net stock of pollution abatement capi-
tal and the ratio of earnings of the capital stock net of depreciation
which is observed for capital generally.

Incremental costs attributable to environmental regulations are
computed as the difference between the total costs of pollution abate-
ment and a baseline cost level which is defined as either (1) the cost
that would have been incurred in the absence of an increase in the
stringency of environmental requirements since 1967, or (2) the cost
that would have been incurred if the 1967 level of abatement costs had
continued unchanged after allowance for economic growth and price
level changes.

These environmental policy induced incremental costs are computed
for the current costs and depreciation costs for motor vehicle emission
abatement, other air and water pollution abatement, solid waste dis-
posal, and for payments to use public sewer systems. 17 Against these
incremental opportunity cost estimates are set the value of materials
reclaimed as a result of increased environmental expenditures.

Denison then uses this net incremental cost estimate to construct an
index of the effect of post-1967 environmental regulations on pro-
ductivity growth. The index shows that these regulations began to
have a significant negative impact on growth by 1970 and that by the
mid-1970's this impact was increasing. The impact increased from an
average annual effect of .05 percentage point from 1967-69, to 0.1
percentage point from 1969-73, to about 0.22 percentage point from
1973-75. Recently, Denison (1979a) has estimated the average annual
effet on productivity growth for 1975-78 to have been only 0.08 per-
centage point-simply because the percentage of labor and capital
devoted to pollution abatement was not rising as fast.

Apart from any biases associated with the excluded factors (see
footnote 17), there remain questions regarding the implicit assump-
tions embodied in the estimates. Two should be explicitly noted. First,
Denison implicitly assumes that, for a given level of inputs, marketed
output is crowded out by pollution-control-mandated investments on
a dollar-for-dollar basis. The decrease in final output whith he at-
tributes to pollution control regulations is based upon the output
which would have been produced if all mandated pollution abatement
expenses had been, instead, expenditures on regular capital or labor
and land devoted to producting marketed output. If in fact, because
of factor subsitution, pollution control expenditures did not divert
equivalent expenditures on standard factor inputs, output would not

17 Denison excludes four types of possible Incremental costs because of data limitations or
because their inclusion might be conceptually questionable: Those involving land and in-
ventories; those for noise, radiation, and pesticide pollution abatement: those for agricul-
ture. real estate operators, and independent professional practitioners: and those involving
R. & D. expenditures. Data for the first and third type are not available. The second category
of costs are not made by business according to BEA accounts. As for R. & D. expenditures.
they are not counted as part of measured output.
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fall to the extent estimated by Denison. Denison's estimate is, in fact,
an upper bound estimate of the direct (as opposed to the indirect) im-
pact of environmental regulations.

Second, Denison assumes no diminishing marginal rates of return
to additional expenditures on standard capital, labor, and land in-
puts. This is done by attaching average rates of return estimates to the
incremental standard inputs which would have been employed had
not environmental regulations diverted them. If, as seems likely, these
additional inputs would have confronted diminishing marginal rates
of return, their implicit contribution to output would have been less
than Denison's estimates. Again, an upper bound estimate on the
(direct) impact of environmental regulations is struck by Denison.

In a recent provocative article, Robert Crandall attempted a num-
ber of statistical approaches to quantify the impact on measured la-
bor productivity of environmental regulations.18 In a first analysis,
Crandall compared the productivity growth performance of the
primary "pollution-control impacted industries" '9 in the 1958-70
(or 1973) period-before policy-induced pollution control expendi-
tures really took their bite-with their performance in the post-
1970 (1973) period. For the pre-1973, post-1973 comparison, for ex-
ample, he found that prior to 1973, the impacted industries experi-
enced productivity growth of about 5 percent per year, while manu-
facturing as a whole had a productivity growth rate of about 3 percent
per year. After 1973, however, the situation reversed itself. While the
productivity growth rate in the total manufacturing sector fell to
an annual rate of 1.4 percent from 1973-76, the productivity growth
rate in the impacted sectors fell to less than 1 percent.20 This simple
comparison, of course, says nothing about the other forces affecting
these impacted industries which could also have contributed to a re-
duction of productivity. Changes in energy prices, investment levels,
labor force composition, and intraindustry output composition come
immediately to mind. It is not unreasonable to believe that pollution-
control impacted industries are also energy-price-impacted, cycli-
cal-output-impacted, et cetera, industries as well.

Crandall's second analysis was somewhat more rigorous than this
simple comparison. In it, Crandall employs a cross section regression
model (using as observations 36 industries for which adequate pol-
lution control expenditure and productivity data are available) to
explain the variance in productivity growth rates during the 1973-76
period. The dependent variable is the deviation of an industry's in-
dex of productivity from forecasted 1976 productivity based on the
historical growth rate of productivity from 1958 to 1973. The explan-
atorv variables are: (1) the ratio of an industry's actual 1976 output to
its forecasted 1976 output based on the 1960-73 annual growth rate of
output (designed to capture the effect of cyclical swings in output)
and (2) pollution-control operating costs as a percent of value added.
From the estimated coefficients, he concludes that (1) a 50-percent in-

'I Crandall (1979a).
TS These impacted industries are paper, chemicals. netroleun, refining. steel, copper, cement.

grain milling, and aluminum in the manufacturing sector, and electric and gas utilities in
the nonmanufacturing sector.

go For this period the impacted manufacturing industries displayed a negative rate of
productivity change.



36

crease in pollution control costs in the 36 industries from their 1976
level would reduce productivity growth by 1.2 percentage points (or
about one-third of average annual productivity growth) and (2) if the
results are extrapolated to all manufacturing, the reduction in pro-
ductivity by 1976 attributable to the bulk of pre-1976 pollution con-
trol expenditures would be 1.5 percent.2 1

In his final analysis, Crandall fit time series regressions to the 10
impacted industries-plus electric utilities and all manufacturing-
over the 1954-76 period. The dependent variable was labor produc-
tivity and the dependent variables were (1) two alternative measures
of the business cycle and (2) a time trend. By examining the residuals
of the regression for each industry for the post-1970 period or (sub-
periods), Crandall sought to determine if a productivity growth
shortfall during this period existed which was not accounted for by
the independent variables. He concluded that pollution-control im-
pacted manufacturing industries had larger negative residuals-indi-
cating the productivity growth in the post-1970 period is less than
the variables in the model would predict-in the post-1970 period than
manufacturing as a whole, but that the difference was not substantial.
Electric utilities had a substantial negative residual in all post-197 0
subperiods. The relatively small size of the negative residuals for
the pollution-control impacted manufacturing industries suggests that
cyclical output changes in the post-1970 period accounts for much
of the productivity shortfall. The effect of pollution control regula-
tions estimated in this analysis is substantially smaller than that esti-
mated by Denison for 1973-75.

While Crandall's analysis is consistent with other studies suggesting
a nontrivial role for environmental regulations in explaining the
recent productivity slowdown, his analyses are in no way definitive,
as he clearly recognizes. The magnitude of the pollution-control bur-
den does appear to explain some of the shortfall in productivity per-
formance in his cross section analysis with the coefficient on the
pollution control expenditure variable being significant at the 0.01
level of a one-tail test. His extrapolated estimate of a 1.5-percent re-
duction in productivity growth due to environmental controls-which
is the cumulative effect of (at least) 3 years-is higher than the im-
pact suggested by Denison, who estimates that output per unit of
input was only 1 percent lower in 1976 than it would have been in the
absence of environmental regulation. But this cross section analysis
controls only roughly for but one additional potential determinant of
productivity declines during the 1973-76 period-cyclical swings in
output. Hence, the effects of the host of other potential determinants of
productivity change-the pattern of R. & D. spending, changes in
energy prices, changes in labor force composition-are either reflected
in the constant term of the regression or, if positively correlated with
environmental control expenditures, partly picked up in that variable.

21 In an updated version of this cross section analysis, Crandall presents estimates which
imply a substantially reduced impact of pollution abatement expenditures (Crandall, 1979b).
In the more recent version, energy use and capital-labor ratio change explanatory variables
are added to the cyclical and pollution control variables. For some of the equations. the
pollution control variable has the right sign. for others, it does not. In no case is the
variable statistically significant. When the regression is specified In first-difference form.
the pollution control variable has a significant effect. Crandall notes the difficulty of
reaching "definitive conclusions" from his analysis.
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If the latter is the case,22 the productivity reducing effect of pol-
lution-control expenditures, as measured in the regression equation,
is overstated to some unknown degree.

Crandall's industry-specific time series analysis is subject to much
the same omitted variable problem, as again only cyclical output
swings-plus a time trend-are entered into the equation. The entire
residual productivity shortfall is then attributed to pollution con-
trol regulations, even though a host of other potential determinants
could just as well have contributed to it. Interestingly, this residual-
to be attributed to all remaining determinants of productivity
change-is very small, with cyclical output changes accounting for
the lion's share of the productivity decrease.

Crandall's estimates, then, are rough and would appear to attribute
more of the productivity decrease to mandated environmental regula-
tions than is warranted. If an implicit adjustment is made to his con-
clusions to account for the potential omitted variable problem, 22 the
effect of environmental regulations on productivity, while present,
would appear to be rather small-substantially smaller than those
suggested by Denison for 1973-75.

At a minimum, then, the Crandall analysis emphasizes the need for
a more completely specified model which accounts for other signifi-
cant changes in the determinants of productivity and interactions
among them before any reliable estimate can be made of the net ef-
fect of environmental regulations on productivity.

An alternative disaggregative approach to measuring the impact of
environmental regulations on productivity change has been under-
taken by R. J. Kopp and V. K. Smith.24 The Kopp-Smith analysis is
designed to correct a potential bias in conventional measure of ap-
praising the effects of regulations on productivity changes. Using a
micromodel of firm behavior based on a cost-minimizing objective,
they demonstrate that appraisal of the effects of regulation must take
into account all of the possible factor substitutions and production
process adjustments available in meeting the regulations. Most of the
conventional "growth accounting" appraisals assume that environ-
mental regulations simply add a cost to existing total cost, neglecting
these possible substitutions. As a result, these conventional appraisals
may be biased.

To determine if actual production activities alter input usage other
than those used in the conventional appraisals-that is, labor, capital,
and land in the case of Denison, or labor only in the case of appraisals
based on single-factor productivity measures-Kopp and Smith make
use of detailed process analysis models of three types of steelmaking
plants-basic oxygen, open hearth, and electric arc. They first impose
a common set of regulations on the three plant types and then. through

22 Casual observation suggests that the pollution-control Impacted industries are also
those likely to be heavily impacted by the post-OPEC rise In energy prices. Consider. for
example, aluminum. electric utilities. chemicals. and petroleum refining. Crandall's updated
analysis confirms this (Crandall. 1979b). The simple correlation between pollution control/
value added variables is 0.63.

2" It should be noted, however, that potent-ally important uroductivitv-related variables-
e.g., energy prices. environmental expenditures, reduction in capital investment-could be
correlated with cyclical output changes and. hence, be measured in the coefficient on the
latter variable in Crandall's time series analysis. This could account for the small remain-
ine residual.

24 Kopp and Smith (1979).
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the process analysis models, observe the adjustment patterns. Using
a translog cost function-similar in structure to the production func-
tion employed in the theoretical model in appendix A-to summarize
the responses of the plants, and then a regression model applied to
these results, they estimate the extent to which the rerulations affect
the input usage-and, hence, productivities-of a wise range of in-
puts in addition to just labor or labor and capital. In all, nine inputs
were included in the model.

Their results indicate that inputs other than labor and capital are
affected by the regulations, and that these effects vary widely among
the different technologies. Moreover, to the extent that these impacts
on inputs other than labor and capital (that is, materials) require the
use of higher quality, more scarce, or more expensive inputs (that is,
low sulfur rather than standard coal), the conventional appraisals of
the impact on productivity of environmental regulations will under-
state the true effect. Kopp-Smith provide no evidence as to whether
such input changes are induced, or if use of inputs of "lower" real
quality would be induced by environmental regulations-in which
case the conventional estimates of the productivity impact of en-
vironmental regulations would overstate the true effect.

While the potential effect of pollution control regulations on pro-
ductivity growth can be illuminated by disaggregrated industry-spe-
cific analyses such as those undertaken by Crandall and Kopp-Smith,
a more aggregative approach to understanding this relationship is
also viable. The most recent of these analyses relied upon the detailed
macroeconometric model constructed by Data Resources Inc. (DRI) .25

The pollution control expenditures analyzed were those for the 1978-
86 period, and were defined to be those expenditures undertaken in
response to policy measures. Capital investment, annualized capital
and operation, maintenance, and repair costs by industry plus State
and local government and induced mobile source costs were the data
which motivated the operation of the model.26

The analyses compared the base trend of the economy without the
pollution control expenditures with the size and structure of the econ-
omy with these induced expenditures. The model provides a full, dy-
namic simulation of the economy with and without these incremental
expenditures.

The macroeconomic results of the simulation indicate that environ-
mental policy measures induce somewhat higher prices (averaging .3
percentage points per year) throughout the 1970-86 period. These
measures also include a mild increase in real GNP until 1982, with
only a slight decrease resulting thereafter. Employment increases sig-
nificantly throughout the entire period.

This increased employment effect combined with the effect on out-
put (GNP) implies a reduction in labor productivity. This conclusion
results in part from the induced pollution control investment "crowd-
ing out" alternative capital investments in plant and equipment. In

5 See Data Resources Incorporated (1979).
26 The incremental pollution investment for both air and water pollution control was $2.5

billion [in constant 1977 dollars] in 1970, rising to a peak of $8.4 billion in 1984. Over the

8-year historical period (1970-77), outlays averaging $3.3 billion of total capital invest-

ment were required to comply with the standards. For 1978 to 1986. CEQ estimates show

incremental expenditure requirements which average 4.1 percent of the total.
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describing the results of the simulation analysis on labor productivity,
the study stated:

The increased factor demands associated with the operating and maintenance
of pollution abatement equipment resulted in a drop in labor productivity. Any
given firm would now require additional employees to produce the same level of
output. Further, the capital stock, which helps make the workers produce more,
had been diluted with a portion which made no contribution to production. The
DRI model 8olution results indicate that productivity was 0.5 percent lower by
1978 and 1.4 percent lower in 1986, given the pollution requirements. Over the
entire period, productivity growth averaged 0.1 percentage point a year less. The
reduction in productivity growth produces higher unit labor costs (the cost of
labor associated with the production of a given unit of output). Initially these
produce reduced profit margins, eroding corporate profits, but over time they
get passed on in the form of higher prices. 2 7

TABLE 2.-The effect of policy induced pollution control ecependitures on the
Labor Productivity Indeez, 1970-86

Percentage Percentage
Year: points Year: points

1970 --- ___------------ +0.2 1979 ---------------------- -. 4
1971 --------------------- . 3 1980 ---------------------- * 3
1972 ----------------- --- +. 3 1981 --------------------- . 6
1973 ------------------- - +. 1 1982 --------------------- . 8
1974 ------------------- - -. 1 1983 ---------------------- 1. 0
1975 ------------------- - -. 1 1984 -------------------- 1.1
1976 -___ ---------- 1 1985 -_------ 1. 3
1977 ------------------- - - .3 1986 -------------------- - 1. 4
1978 ------------------- - -. 5

Source: Supplemental data submitted to the Environmental Protection Agency by Data
Resources Inc.

Table 2 shows the effect of pollution control policies on the annual
labor productivity index over the 1970-86 period, as estimated by the
model analysis. By the end of the 17-year period, the index of labor
productivity was estimated to be 1.4 percent lower with than without
the policy. By the end of the 1970-80 decade, the productivity index
with the controls was estimated to be only .3 percentage points below
that without the controls. Without the policy in place, labor produc-
tivity was estimated to grow 42 percent over the entire 1970-86 period;
with the policy, the growth of labor productivity was estimated to be
39.9 percent. Note that the index of productivity used in this analysis
is a single factor index, and deviates substantially from the full factor
productivity measure defined in appendix A.

REGULATIONS, ENERGY PRICES, CAPITAL INVESTMENT, AND THE SLOWDOWN

IN PRODUCTIVITY GROWTH

Regulations, energy price increases, capital investment, and pro-
ductivity growth are interdependent phenomena. Of their interrela-
tionships, the dependence of economic growth and productivity
growth on capital investment is the most widely recognized and ac-
cepted. In turn, capital investment depends on a number of factors-
profit and sales expectations, the cost of borrowing, the price of capi-
tal relative to labor, the relative price of energy, and the role of Gov-
ernment regulations and other policies. Hence, nonregulatory factors
could account for a slowdown in the rate of investment, which in turn

21 See Data Resources Inc. (1979).



40

could cause a reduction in the rate of productivity change. On the
other hand, any slowdown in capital formation could be caused by
governmental regulations. In this case, a slowdown in productivity
growth would appropriately be attributed to these regulations, operat-
ing indirectly through their effect on capital investment.

In this section, we will deal with three linkages. First, the relation-
ship between capital investment and productivity growth will be ex-
plored. The literature on the role of investment in economic and pro-
ductivity growth is voluminous-we can only briefly summarize it
here. Then the determinants of capital investment will be discussed.
The literature on this topic is also very large. Finally, we will focus on
the causes of the slowdown in investment during the last decade, in
particular the rapid increase in energy prices and the increasing im-
pact of environmental and health/safety regulations.

The 1970's was not a good decade for capital investment. Especially
(luring the middle of the decade-1974-76-the rate of capital invest-
ment fell to low levels. When its pattern is combined with the rapid
growth in labor, the rate of growth of the capital-labor ratio. describ-
ing the input structure of the economy's production process, fell sub-
stantially. From 1956-66, the capital stock grew at an average rate of
3.7 percent'per year. In the following decade-from 1966-75-this
Growth fell to 3.4 percent per year. Especially slow growth was re-
corded in 1973-75. Conversely, the growth rate of holurs worked was
1 percent per year from 1955-66, but rose to 1.8 percent per year in the
years from 1966-75. The net effect on the capital-labor ratio is shown
in table 3. There the much lower pattern of growth in the 1970's rela-
tive to the 1960's is clearly seen. Note especially the post-1973 period.

TABLE 3.-Annual percentage changes in the capital-labor ratio in the
United States, 1960-77

Capital-labor Capital-labor
Year: ratio Year: ratio

1960 ---------------------- 2.4 1969 ---------------------- 2.3
1961 ---------------------- 2.1 1970 ---------------------- 1.3
1962 ---------------------- _ 3. 0 1971 -___________ 1.5
1963 --------- - 2.3 1972 ---------------------- 1.9
1964 ---------------------- 2. 8 1973 ---------------------- _2.4
1965 ---------------------- 3. 4 1974 ---------------------- _ 1.2
1966 ---------------------- 3.4 1975 ---------------------- _ .2
1967 ---------------------- 2.1 1976 -------------------- .2
1968- ---------- - 2.6 1977 ---------------------- _ 1.1

Source: McCarthy (1978).

The first question to be addressed is: What is the role of capital in
the process of economic growth, and to what extent is the recent slow-
down in the growth of the capital-labor ratio related to the con-
comitant slowdown in productivity growth? The contribution of
three studies to this debate will be mentioned.

In a recent paper, Fraumeni and Jorgenson (1979) investigate the
sectoral sources of U.S. economic growth during the postwar period.
Their estimates are based on a unique data base which includes output.
labor, capital, intermediate input, and technical change information
on 46 industries. Employing a translog production function of the
form described in the appendix, Fraumeni and Jorgenson fit value-
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added functions for each of the sectors. They then aggregate these sec-
toral functions, using appropriate weights, to yield an aggregate value-
added function. In this function, aggregate value-added is a translog
function of capital and labor inputs and time. After making standard
equilibrium assumptions, aggregate output in the economy can be
interpreted as a translog function of capital and labor inputs and
technical change.

From this formulation, the authors analyze the patterns of growth
of labor, capital, and the level of technology and growth in the level
of output. They find the contribution of capital growth to the growth
in value added and output to be even and steady over time, relative to
the uneven contributions of labor input and technical change. The
negative rates of growth of technical change in the 3 years-1973,
1974, and 1975-were unprecedented in the postwar period. On the
basis of their estimates, they conclude that: "the contribution of
capital input is the most important source of growth in output, the
rate of technical change is the next most important source, and the
contribution of labor input is the least important." From this, they
describe the 1973-76 experience as being triggered by the sharp
reversal in the growth of technical change which led to the subsequent
collapse of capital input, which collapse sustained the slowdown. The
role of capital investment is thus assigned an important role in the
growth-and by implication-productivity process.

The role of lower rates of capital formation in the 1970's in explain-
ing the slowdown in productivity growth was addressed directly in a
recent paper by Peter K. Clark (1978). In his study, Clark first de-
velops a time series of productivity growth for the private nonfarm
business sector which has to some extent been purged of cyclical ef-
fects. Then, he purges that series of effects of changes in the age-sex
composition of the labor force. For four relevant periods, this resulting
labor productivity series shows the following pattern:

Labor productivity growth adjusted for cyclical and labor force composition
factors

Years:
1948-55 -------------------------------------------------------- _2. 71
1955-65 ---------------------------------------------------------_2.94
1965-73 ---------- 2. 34
1973-77 -------------------------------------------------------- _1. 24

These figures suggest little productivity growth slowdown unre-
lated to cyclical and labor force changes until 1973.

Then, working with this adjusted productivity growth series, Clark
attempts to account for the role of capital in explaining productivity
growth. He does this by fitting a Cobb-Douglas type production func-
tion in which the adjusted labor productivity series is regressed on a
cyclically adjusted measure of the capital-labor ratio. This regression
attributes a substantial proportion of the change in labor productivity
to changes in the capital-labor ratio, implying that technical progress
is embodied in new capital goods. The coefficients which he obtains on
the capital-labor ratio-0.4-0.7-are substantially higher than the
share in private output accruing to the capital stock of about 0.2. Using
his estimates, he calculates the contribution of the capital-labor ratio
to productivity growth, and arrives at the following figures:
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Rate of adjusted Contribution of-
productivity -

growth Capital-labor ratio Other factors

1948-55- 2. 71 1. 15 1. 56
1955-65 -2.94 1. 29 1. 65
1965-73 -------- 2. 34 .62 1. 72
1973-76 ----------------- 1. 24 .25 .94

Note: The numbers in the Ist column are taken from the previous table.

From these results, Clark concludes that a major portion-and per-
haps nearly all-of the productivity slowdown from 1965 to 1973-ad-
justed for cyclical and labor-force composition factors-can be attrib-
uted to the slow growth in the capital-labor ratio. However, only about
35 percent of the very slow growth in adjusted labor productivity in
the 1973-76 period can be attributed to the very slow growth in the
capital stock in this period.

While the Clark study attributes an important role to capital for-
mation in explaining the productivity growth slowdown, it is not with-
out challenge. In a comment on the paper, Norsworthy challenges a
number of Clark's procedures, including his adjustment of the pro-
ductivity series for cyclical effects, his data for the labor force compo-
sition adjustment, and his use of capacity utilization in developing an
adjusted capital-labor ratio series. Norsworthy reports that his own
work on the contribution of the capital-labor ratio to the productivity
slowdown does not show a strong effect for the capital-labor ratio-at
least for the years 1965-73-suggesting that Clark's results are an arti-
fact stemming from the cyclical adjustments of labor inputs and labor
productivity which he employs. In a more recent article (Norsworthy,
Harper, and Kunze, 1979), however, Norsworthy finds capital invest-
ment to have been the dominant factor in the productivity slowdown
from 1973 to 1978.

Finally, a recent study by McCarthy (McCarthy, 1978) seeks to al-
locate the slowdown in productivity growth among its determinants,
concentrating on the role of the capital-labor ratio, and, to a lesser ex-
tent, energy prices. He finds that changes in the capital-labor ratio
have contributed about 0.8 percentage points to productivity growth
in the pre-1970 period, but that this contribution has dropped to about
0.6 in the 1970-73 period, and to about 0.2 in the 1973-77 period. He
speculates that the energy price increase may account for the major
portion of the large unexplained residual in the post-1973 period.

Although the role of environmental and health/safety regulations
are not explicitly addressed in these studies, the decrease of both tech-
nical change and the capital-labor ratio in the recent period is sugges-
tive-especially in light of the Denison calculation discussed earlier.

The contribution of environmental regulations to the slowdown in
the growth of the capital-labor ratio is the second relevant issue. If one
accepts the invitation to relate the decline in capital investment rela-
tive to labor to the bite of environmental regulations, it is not a large
step to attributing the retardation of capital investment to these policy
actions. On the other hand, numerous other phenomena were at work
during this period-including the dramatic rise in energy prices and
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price controls. There is nothing in the evidence provided by Fraumeni-
Jorgenson, Clark, or McCarthy which would establish environmental
regulations as the primary culprit explaining the poor technical change
and capital-labor performance of this period.

A direct effort to estimate the effect of environmental regulations on
productivity operating through their effect on capital investment is
presented in a Ph. D. thesis by Leahey (1978) and a research paper
based on that thesis. Noting that the five industries incurring the larg-
est impact of environmental regulation as measured by required ex-
penditures-copper, oil refining, iron and steel, chemicals and paper-
are also capital intensive industries. Leahey focuses on the impact of
pollution control on the economic performance of these sectors. These
five industries account for almost three-fourths of total pollution con-
trol investment in the United States.

In Leahey's framework, environmental regulations imply cost in-
creases, price increases, and as a result a reduction in quantity de-
manded of the output of sectors which are heavily impacted. In his
framework, two questions are relevant: How much will total invest-
ment be affected by the regulations? How much investment will be
diverted from capacity expansion to pollution abatement?

First, Leahey demonstrates that the rate of expansion of capacity in
these, industries in the 1971-81 period relative to the 1961-71 period
was substantially lower than for all manufacturing industries. Leahey
first calculated the real user cost of capital in these industries with and
without the capital expenditures mandated by the regulations. Then,
he estimated the change in investment in each of these industries from
the investment equations in the Wlharton annual model, using capital
user cost values with and without environmental regulations. These
equations model investment as a function of the lagged capital stock,
distributed lags of output, and distributed lags of the real user cost of
capital. The cumulative decrease in gross investment in these industries
from a 1-year environmental control induced increase in user cost of
capital ranges from 5 percent (chemicals) to 17 percent (iron and
steel). These values imply a nontrivial slowdown in capacity expan-
sion and economic growth in the economy.

Leahey then takes one of these industries-paper-and analyzes the
effect of regulations using an econometric model of the industry. From
1975 to 1986, he estimates that environmental regulations will reduce
the rate of output growth by .7 percentage point per year (from 5.5
percent to 4.8 percent), increase the rate of price increase by 1.5 per-
centage points per year (from 4.9 percent to 6.4 percent), and reduce
the growth rate of capacity expansion by .8 percentage point (from
4.5 percent to 3.7 percent). He concludes that if effects of this magni-
tude occur in the other four industries as well, aggregate output
growth would be reduced by from .5 to 1 percent per year and whole-
sale prices will be increased by about 1 percent per year.

These results, operating primarily through the displacement of
capital investment, are substantial. In many ways, they parallel those
of the copper industry presented in the earlier case study. For several
reasons, however, Leahey's estimates would appear to be biased up-
ward. First, he is working with the industry for which the estimated
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increase in the user cost of capital is the greatest among the five in-
dustries. The investment results for this industry are then extrapolated
to the other five industries, and then to the economy as a whole. The
potential for exaggeration is clear. Second, no account is taken of the
likely shift in demands from heavily impacted sectors with rising rel-
ative prices to sectors which are less pollution intensive. Third, while
his methodology is not clearly presented in the study, it appears that
no account was taken of the induced increase in investment required
for pollution control equipment and the investment, capacity, and out-
put implications of the manufacturing sector producing this equip-
ment. Fourth, again while the model is incompletely described, it ap-
pears that the potential for substituting labor and other inputs for
capital as the user cost of capital increases is not well accounted for.
This, too, would tend to exaggerate the adverse investment effects of
the regulatory policy. And, finally, Leahey is measuring the cumula-
tive decrease in investment (from the summed distributed lag coeffi-
cients) due to a 1-year increase in capital cost. The implied annual
changes in investment over the period are, as a result, not well defined.

While these results are suggestive of a potent negative impact of
environmental regulations on capital investment, they are in no way
definitive. Many of the shortcomings in the Leahey analysis-neglect
of demand shifts and input substitutions, neglect of the investment
stimulated in the pollution control industry-also pervade the other
estimates (for example, those for the copper industry). Moreover, the
only macroeconomic analysis which accounts for both investment dis-
placement and the additional investment generated (the DRI model
analysis), implies a much smaller negative impact on investment of
environmental controls. In sum, we judge that such partial equilibrium
analyses are presenting upper bound estimates of the impact, with the
truth lying closer to the DRI macroeconometric analysis reported
earlier. As will be recalled, the estimates yielded by this model sug-
gest that the impact of environmental policy on real GNP and em-
ployment, though perhaps negative, is quite small. Over the time
frame studied, real GNP and employment, would continue to grow,
albeit at a somewhat reduced rate. Thus, the models suggest that al-
though pollution-abatement investments might ultimately reduce real
GNP and employment by a small amount, they are not sufficient to
seriously inhibit economic growth over the long haul.

This conclusion is supported by two recent studies on the availability
of private-investment capital (Bosworth 1976; Eisner 1976) commis-
sioned by the Joint Economic Committee of Congress. Both concluded
that the slow rate of capital formation in recent years is the result of
imbalances and inefficiencies caused by persistent inflation and reces-
sion. Rather than readjusting environmental targets to more realistic
levels because of capital shortage, the studies indicated that fiscal
policy should aim for consistent, noninflationary expansion of demand
to stabilize the setting within which investment decisions must be
made.

This conclusion-and the small amount of research on the environ-
mental regulations-capital investment relationship-is not conclusive,
however. Environmental and health/safety regulations could deter
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and defer capital investment in subtle and difficult to measure ways.
Malkiel (1979) attributes the slowdown in investment to an uncertain
climate and sees the nature of governmental regulations as contribut-
ing to this climate of uncertainty. Similarly, Quarles emphasizes the
difficulties in securing approval for new plantsites from land use and
environmental agencies. If these difficulties result in delays or "stretch
outs" in capital investments in plants, the effect will be a retardation
in the rate of capital investment and the extended use of older, out-
moded capital facilities. While these potential impacts are real and
not able to be dismissed, they are very difficult to verify. There is no
statistical evidence on their magnitude, and any effort to attribute
some quantitative significance to them would be sheer speculation.

If, then, the negative effect of environmental regulations on ag-
gregate capital investment is not dominant, and if Clark's conclusion
that some unexplained factor-or set of factors-in addition to cyclical
effects, labor force composition changes, and a slowdown in the growth
of the capital-labor ratio must account for the post-1973 slowdown
in productivity growth, the potential role of the post-1973 exogenous
energy price increases must be explicitly considered. Unfortunately
the research undertaken on this potential determinant of the produc-
tivity slowdown is not extensive. And, what research exists is highly
controversial.

The most prominent of these energy price-capital investment-pro-
ductivity studies is that by Hudson and Jorgenson (1978) which at-
tempts to sort out the determinants of the poor macroeconomic per-
formance during the recent period. Using a dynamic general equili-
brium model of the U.S. economy, energy prices were found to bear
the brunt of the responsibility for the Nation's poor economic per-
formance during the 1972-76 period. Increases in energy prices were
found to have lowered real GNP by 3.2 percent over the period, and
energy consumption by 8.8 percent. The level of the capital stock was
$103 billion (measured in 1972 dollars) lower than it would have
been if the relative price of energy had remained constant over the
1972-76 period. This can be compared with 1976 gross investment
of $165 billion (in terms of 1972 dollars).

Despite the reduction in GNP growth attributed to energy prices,
they were estimated to have caused only a 0.6 percent decline in em-
ploymnent during the period, the equivalent of about 500,000 jobs. But
this modest employment impact, combined with the large negative
effect on GNP, implies that energy prices were responsible for a huge
drop in labor productivity during the period. In fact, 1976 labor
productivity was estimated to be 2.57 percent lower than it would
I ave been had the relative price of energy not changed from its 1972
level.

This is a spectacular result, and it differs markedly from Denison's
estimate that energy prices have been responsible for only a 0.1-0.2
percentage point annual decline in measured productivity growth. The
Hudson-Jorgenson result has the intuitive appeal of explaining a
major portion of the slowdown in measured productivity growth, with
the timing of the rise in energy prices coinciding with the unexplained
post-1973 slowdown in productivity growth noted in the Clark study.
Despite the attention given to the energy problem, however, the value
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of energy used in the nonresidential business sector of the economy is
still only about 4 percent of total factor input in the U.S. economy.
Thus, the spectacular magnitude of the Hudson-Jorgenson result is
somewhat difficult to believe.

Much depends on assumptions made concerning the elasticities of
substitution among the various factors of production. In the Hudson-
Jorgenson model, capital and energy are viewed as being highly com-
plementary. That is, the magnitude of the energy impact is largely a
consequence of the reduction in capital usage. which the rise in energy
prices induced. At the same time, the elasticity of substitution between
labor and the energy-capital input package is viewed as being rather
high. Thus, a rise in energy prices causes labor to be substituted for
energy and capital. In fact, the impact of energy prices on employ-
ment is negative only because of the large, negative price effect on
output-hence, the dramatic effect on labor productivity.

Even if the elasticities of substitution used were somewhat different,
however, the Hudson-Jorgenson results indicate that energy prices
have probably played a major role in the post-1973 slowdown in
measured productivity growth. The paper thus fills a large part of
the gap left by the Jorgenson-Fraumeni paper. Capital inputs have
been seen as perhaps the most important source of economic growth,
but a question remained as to whether environmental and health/
safety regulations had been a decisive factor in the decline in the rate
of capital formation. The Hudson-Jorgenson paper suggests that the
rise in energy prices has been more important than regulation. Indeed,
regulation is not even mentioned in the Hudson-Jorgenson paper.

This same powerful effect of post-1973 energy prices is also reported
in a study by Rasche and Tatom (1977). They concluded that the in-
crease in the price of energy resulted in a permanent reduction in po-
tential output of from 4 to 5 percent. This sizable impact results from a
rather high estimate of the elasticity of demand for energy-namely,
about unity-and a rather high weight given to energy input in the
production process. More modest values-and, some would say, more
reasonable-would yield a smaller estimate of the output and produc-
tivity effect.

While these models attribute an important-though controversial-
impact of the post-1973 energy price increase on productivity growth,
there are some potential productivity effects of the energy price change
which are not captured by the models. Consider the following:

* The costs from substituting among fuel sources-for example,
from fuel oil to coal-due to changing relative fuel prices is not
captured in the estimates. The large drop in productivity in the
utility industry gives some indirect evidence that these costs may
be substantial.
* The rapid increase in energy costs is likely to have increased

the obsolescence-or the de facto retirement-of existing capital, in
addition to reducing the expected return on investment. This in-
crease in obsolescence would result in a reduction in the observed
average rate of return on capital, for which there is some evidence.
Moreover, the energy price increase could well have made obsolete
new technologies which were energy intensive prior to their intro-
duction. The evidence regarding increasing obsolescence might
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exist in the observed decline in the share of nonwage payments in
GNP over the cycle. 28

* The energy price increase has generated new uncertainties which
are reflected in lower investment propensities. This uncertainty
factor undoubtedly interacts with the lower expected return on
new and developing technologies based on lower expected energy
prices.

The conclusion of this evidence can be summarized as follows:
Capital investment is a major source of economic growth and pro-
ductivity improvement. Moreover, the slowdown in investment and
the capital-labor ratio in the 1970's appears to account for a nontrivial
share of the post-1973 productivity growth, though this conclusion is
controversial. The role of environmental and health-safety regulations
in accounting for the reduced growth in the capital-labor ratio in the
1970's does not appear to be large. A substantially more important
determinant of the reduction in the growth of the capital-labor ratio
is the post-1973 increase in energy prices. Some (controversial) studies
indicate this effect.L9 In addition, reasonable speculations regarding
the role of energy prices not captured in the studies suggest that the
energy price increase may explain a nontrivial share of the otherwise
unexplained slowdown in productivity growth.

THE EFFECT OF ENVIRONMENTAL REGULATIONS ON EMPLOYMENT

There are several channels through which environmental and em-
ployment. issues interact. Perhaps the most important concerns the im-
pact of regulations imposed on potential polluters to reduce total emis-
sions. For many firms, complying with these regulations causes in-
creases in production costs and, ultimately, prices. As noted in the
theoretical framework presented in section III, production costs may
increase either as a result of the direct impact or regulation or its indi-
rect impact on technical change or input productivities and through
them scale economies. If price increases in turn lead to reductions in
consumer demand for specific commodities, the demand for inputs, es-
pecially labor and raw materials, that are essential to the production
of these commodities will also decline. A potential effect of environ-
mental regulations, then, is that the demand for labor may decline.
Moreover, a reduction in the output of firms meeting regulatory re-
quirements may lead to indirect effects on other inputs and related
products, and hence to a reduced demand for labor involved in their
production.

Because some industries inherently generate more pollution than
others and have different costs for reducing pollution, environmental
regulations will have potentially different effects in the various eco-
nomic sectors. As a result, the composition of employment could be

28 McCarthy states the following with respect to this obsolescence case: "It might be
argued that capacity destruction was a consequence of the very large changes In relative-
energy prices in 1974 which rendered some plant and equ'pment obsolete. If some of
the capital stock was actually scrapped we should expect to find large writeoffs in the
form of capital consumption allowances. The capital consumotion allowances in book value
terms, however, have shown little more than the normal steady trend. A more plausible
argument might be that, because of the large increases in energy costs, the (marginal)
productivity of all capital (new and old) fell, but not to a level justifying large-scale
scrapping."

21 Based on an examination of the movements of the relative Drices of energv, capital, and
labor. Norsworthy, Harper, and Kunze (1979) also suggest this result in their paper.
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changed. The possible effect of these regulations on the overall level of
employment is less certain, however, because it depends on a complex
network of changes in relative wages and prices that can result as the
effects of these regulations are felt throughout the economy.

A second channel linking environmental policy and employment
issues concerns mandated public and private expenditures for the con-
struction and installation of pollution control equipment. In this re-
gard, it seems clear that public policy also influences the composition
of employment. That is, the restrictions which our theoretical model
identify as being necessary to preclude input bias stemming from en-
vironmental and health-safety regulations are not likely to be satisfied.
Depending on the means used to finance increased public or private
spending and the specific uses to which such funds are put, overall
employment may be increased. The compositional effects result as
labor is drawn into the production of pollution control equipment and
related goods and services. Workers are drawn either from the pool
of unemployed or from other activities. The overall impact on employ-
ment levels, however, involves the same fundamental macroeconomic
questions that face other public expenditure programs: To what extent
do public expenditures increase the aggregate demand for real output?
To what extent do any increases in aggregate demand increase employ-
ment in the short run or over the long haul? Although these questions
remain controversial among economists, it is clear that changes in
aggregate demand and its composition caused by environmental policy
are another channel through which employment can be affected, for
better or worse.

A third channel through which environmental and employment
issues interact reflects the often expressed view that economic growth
is incompatible with a healthy environment. This argument holds not
only that such growth is accompanied inevitably by pollution, but that
continued growth is apt to lead to rapid depletion of natural resources.
Proponents of this view recommend a policy of reduced growth, so
that natural resources can be conserved and the environment protected.
Employment issues enter the debate with the claim that the policies
of the "slow-growth" school induce cutbacks in employment. Though
it is true that cyclical slowdowns in the rate of growth of gross national
product (GNP) are generally accompanied by employment reductions
and unemployment increases, permanently lower growth rates need not
inevitably result in higher rates of unemployment. Much would seem
to depend on the specific policies employed for reducing GNP
growth-some of which might even be specific environmental policies.
As the model presented in appendix A makes clear, it is at least possi-
ble for regulation to avoid biasing input choices.

The effect of employment conditions on environmental policy itself
indicates a fourth channel of interaction. For many years, little
attention has been paid to the effect of economic variables on policy
decisions. Now, however, it is widely recognized that not only can
policymakers intervene to influence economic variables, but economic
conditions and political pressures can influence the way in which micro-
economic public policy decisions are made and enforced. This inter-
dependence has been documented for several Federal regulatory
agencies, and attention is now being focused on the formation and en-
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forcement of environmental policy. Specifically, the claim has been
made that the environmental regulations tend to be enforced less vigor-
ously when employment conditions are unfavorable, but quite strictly
when unemployment is of less concern.

A topic that deserves special consideration in connection with em-
ployment and environmental issues is the energy problem. There is
little question that the dramatic rise in oil prices during the 1970's was
the cause of severe unemployment in industrialized nations, just as
natural gas shortages in the United States caused substantial layoffs
during the winters of 1976-77 and 1977-78. Escalating petroleum
prices and the potential for future shortages will place increased im-
portance on alternative energy sources. such as nuclear power and coal,
both of which entail environmental problems, in a direct clash with
employment goals.

The workplace itself is a final arena in which employment and en-
vironmental issues interact. In the post-World War II period, there
has been concern that conditions in the workplace may cause injury to
workers in a variety of ways. This has led labor unions, government,
and business to try to establish safeguards. With respect to safety, it
is often obvious that a particular production process is potentially
dangerous. However, it may be many years before some processes-
for example, one involving inhalation of certain gases-can be deter-
mined to be hazardous. In any case, attempts to articulate safety and
health regulations must confront the fact that such regulations are
apt to increase production costs and eventually affect the level and
composition of employment.

Since occupational health and safety regulations have cost, pro-
ductivity, and investment implications similar to those of environ-
mental regulations, the general observations made here also relate to
occupational health and safety.

The discussion that follows focuses on the first two channels of inter-
action: (1) the direct employment implications of antipollution regu-
lations, and (2) the macroeconomic impact of public and private ex-
penditures for pollution control equipment.
Estimnating the ermployment effects of environmental policies:

"Bottomr-up" approaches
There are two basic techniques that have been used to measure the

consequences of environmental policies on employment. One can be
called a "bottom-up" approach, since it initially attempts to measure
the impact of a specific policy change on individual households and
businesses, and then to trace in a very detailed way the changes in
demand. output, and prices that this change induces. The numerous
individual responses are added to calculate the aggregate impact of
the policy. The second technique, discussed later, is a "top-down" ap-
proach. The bottom-up approach is often referred to as a microsimula-
tion technique: in recent years, it has been widely used by researchers
to evaluate policy measures in a number of areas, especially in the tax
and income-transfer areas. The basic methodology was described by
Bergmann (1974) and Guthrie et al. (1972).

The first step is to identify a population of individual firms or
households that will be affected by the policy in question. Each unit in
this population is differentiated according to a number of individual
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characteristics, such as income level, family size and composition, age,
sex, and educational and racial characteristics. Similarly, firms might
be classified by sector, size, and age of equipment. Then, the impact
of a specific policy on each household or firm is estimated. The magni-
tude and nature of the impact will, of course, depend on both the
nature of the policy and the characteristics of each firm or household.
The next step is to evaluate how specific environmental policies will
affect decisions that the household or firm reaches. That is, the be-
havior of the various agents must be incorporated in a model which
builds on a theoretical framework such as that described earlier in this
report. Will any additional consumption or investment be under-
taken? Will the demand for or supply of labor change? If so, by how
much?

Once these questions have been answered satisfactorily, the final
step is to determine whether these "induced" decisions will affect other
households or firms, inducing still more responses. In turn, supply and
demand in various markets will be affected, and hence prices and wage
rates. When all these effects have been worked out, according to the
rules of the economic model, the ramifications of the policy can be
evaluated and described by classes of units, as for example, income
groups for households, industries for firms, and regions for both firms
and households.

Clearly, the larger the number of variables. the more complex the
modeling task. Grouping by class makes the effort more manageable,
but some detail is lost in the process. In such cases, the effect of en-
vironmental policy on a group of firms is estimated, and the induced
effect on unit production costs, prices, and input demand for the group
is simulated. These changes are passed on through the economy,
thereby altering relevant economic variables-prices, costs, sales, and
incomes-concerning other groups. Ultimately, such changes will re-
sult in an altered mix of goods and services produced in the economy,
different relative prices, and new input allocations, as each of the af-
fected markets reaches a new equilibrium.

Perhaps the most comprehensive microsimulation model for evalu-
ating the economic impact of environmental policy was developed by
Hollenbeck (1976) and Hollenbeck (1979), who applied his model to
the stationary-source regulations of the amendments to the Clean Air
Act of 1970.30° Hollenbeck used estimates of the actual air-pollution-
abatement expenditures made in 1973. and the investment required to
achieve and maintain compliance over the 1971-79 period.

Hollenbeck merged a microsimulation model of household decisions
with a 17-sector, input-output model of industry behavior. Four occu-
pations and five income classes are distinguished in the study. The
structure of the combined model incorporates several fundamental
economic relationships that are necessary for estimating the full eco-
nomic effects of the policy. These relationships include, among others:
(1) the effect of pollution control investment induced by policy on the
final demand for goods in each sector of the economy; (2) the effect of
the policy on the price level of the goods produced by polluting in-
dustries; (3) the effect of relative price changes on the composition of

m0 The stationary-source regulations of the amendments to the Clean Air Act of 1970 sets
uniform performance standards for all new sources of air pollution other than vehicles.
including powerplants, municipal incinerators, oil refineries, and other fixed-point sources.
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consumer deimiand; (4) the effect of price changes on wage rates and,
in turn, the effect of changes in wage rates on the quantity of labor
supplied; (5) the effect of changes in the demand for goods on the
outputs of industries which directly supply these goods, and on indus-
tries which are second, third, and later round suppliers of the directly
affected industries; (6) the effect of industrial output changes on the
demand for labor, employment, the wage rate, earnings, and house-
hold incomes; and (7) the effect of household income changes on the
level and composition of household consumption. When the economy
receives the direct impacts of the policy, responses occur which re-
flect these relationships and the economy adjusts until a new equi-
librium is achieved.

The net result of this simulation was an estimate that employment
declined 0.21 percent as a result of the amendments to the Clean Air
Act of 1970, with employment prospects for low-skilled workers most
seriously affected. In the aggregate, he estimated there could be an
annual reduction of nearly 160,000 jobs because of the imposition of
stationary-source regulations.

Microsimulation techniques make it possible to analyze in detail
the economic effects of various policies by identifying such effects by
category of household and firm. However, these techniques are not
without limitations. One major disadvantage is that they give no indi-
cation of the timing of. the impact. In a sense, the microsimulation ap-
proach represents an opportunity to compare a snapshot of the struc-
ture of the economy, as affected by environmental policy. Another
problem is that the elaborate detail that characterizes these models
sometimes impedes their reliability and reduces confidence in the
estimates they yield, placing the value of the ultimate results in
doubt.
Estimating the employment effects of environmental policies: "Top-

down" approaches
The second type of approach to assessing the effect of environmental

policies on employment is a top-down approach. The strategy here is
first to specify a system of aggregate relationships in the economy,
then to identify how a given policy change will affect one or more of
the key aggregate economic variables in the system-for example, the
demand for investment goods-and, finally. to predict the perform-
ance of the economy in both the presence and the absence of the policy
change in question. Only after measuring the impact of the policy on
the variables in the aggregate is an effort made to estimate the prob-
able effects on individual sectors of the economy.

This approach has been conducted with a class of models referred to
as macroeconometric models, generally those that are also used in pre-
paring forecasts of the level of overall economic activity. The use of
these models in estimating the impact of environmental policy ad-
dresses more successfully the problems of timing and reliability of
aggregate estimates that are characteristic of the bottom-up approach.
Their use, however, is at the cost of detail concerning the effects on
individual sectors of the economy.

Most of the successful macroeconometric models are based on some
variant of standard Keynesian economic theory. Accordingly, a num-
ber of aggregate variables are estimated, including GNP and total

64-472 0 - 80 - 4
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employment. In addition, these variables are decomposed into sub-
categories. In the case of GNP, for example, such subcategories would
include consumption, investment, imports, exports, and Government
spending. Consumption and investment spending, in turn, are related
to variables, such as income, interest rates, and the stock of inventories.
Within most of th'ese models, the interrelationships between industries
are described by 'a-n input-output matrix, and the amount of employ-
ment is jointly determined by the labor demands of producing sectors
and the labor supply of various types of workers. Typically, a finan-
cial sector is included in the model, as well as a system of equations
(sometimes called mark-up relations) designed to reflect the impact
on prices of changes in production costs and the utilization of indus-
trial capacity.

To evaluate the economic effects of environmental policy using a
macroeconometric framework, one must first decide how a given policy
will alter one or more of the exogenous factors of the model so as to
set it in motion. Second, the internal structure of the model must be
altered if the structure of the policy is such as to change some funda-
mental relationship that is part of the model.

In the analyses discussed in this study, the primary outside factors
presumed to be altered by environmental policy include the level of
investment (representing the purchase of pollution-abatement equip-
ment by business firms) and the level of Government spending for
pollution abatement. The level of these expenditures in various years
was first estimated. These estimates were then entered into the model as
a description of changes in investment spending induced by environ-
mental policy. The analyses discussed also assumed that the environ-
mental policy altered some of the basic relationships that are a part
of the model. For example, new pollution-control investment was pre-
sumed to be nonproductive. As a result, the value of industrial assets
(against which returns are measured) increased, with no concomitant
increase in total productive capacity. Hence, the rate of return was
reduced. Moreover, it was assumed that required maintenance of the
equipment would add to the production costs of the affected industries
and to the prices charged for their output. Both of these adjustments
to the model were difficult to specify accurately in advance; as a result,
a good deal of judgment and ad hoc estimation was involved.

The first comprehensive evaluations of the macroeconomic implica-
tions of environmental regulations were conducted by Chase Econo-
metric Associates (1975), with support from the Environmental Pro-
tection Agency. Subsequently, the Chase analysis has been replicated
several times, and has been included in the annual report of the Coun-
cil on Environmental Quality (CEQ).

The Chase model forecasts that, until 1981, environmental measures
served to reduce the unemployment rate from the levels that would
exist in the absence of environmental policies. Beyond 1981, the model
predicted small increases in the unemployment rate because of environ-
mental legislation. By 1983, Chase predicted that the unemployment
rate would be about 4 percent higher than would otherwise be the case.
Thus, if the rate without the policy were 6 percent, with the policy it
would be about 6.25 percent. Analyzing the data, the employment-gen-
erating effects outweigh those that tend to reduce employment during
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periods when investments to protect the environment are large. How-
ever, effects taper off and finally reverse as investment demands are
offset by the loss in productivity and slowdown in the rate of growth
of real GNP, caused in part by higher prices.

The predicted impact of environmental legislation on specific sectors
of the economy is also quite interesting. Environmental measures ap-
pear to have their greatest adverse effect on housing starts and financial
markets. The negative impact on housing starts is easily understood,
since approximately 40 cents of each dollar spent on pollution-control
operations is derived from reductions in other private investment.
In residential construction, credit availability, increases in construc-
tion costs, and a tightening of the labor market all serve to constrain
housing starts.

As previously mentioned, Data Resources (1979) has recently em-
ployed incremental abatement cost estimates (provided by CEQ) to
evaluate the macroeconomic impacts of U.S. pollution-control legisla-
tion for 1970-86. The DRI model is optimistic with respect to the
employment effects of pollution-control legislation. Employment op-
portunities show an increase throughout the 1970-86 period. As one
might expect, the pollution-control sector accounts for most of the
gains in employment. Jobs are created in manufacturing and installing
pollution-control equipment and operating and maintaining this extra
capital investment. From 1982 to 1986-even when real GNP falls be-
low DRI's estimate of what otherwise would have occurred-the un-
employment rate is consistently about 0.2 percentage points below what
it would otherwise have been. This is explained by the finding that the
incremental abatement costs have a negative effect on the productivity
of employed labor. Because of this, more workers are required to pro-
duce any given level of GNP, and, as a result, GNP can fall, employ-
ment rise, and unemployment fall all at the same time.
Studies of the impact on employment in. other countries

The Chase and DRI analyses can be compared with two other macro-
econometric studies-one for the Netherlands (Netherlands Central
Planning Bureau 1975) and the other for Japan (Shishido and Oshi-
zaka 1977). Both of these studies estimate impacts on aggregate vari-
ables similar to those in the Chase and DRI studies. However, the
nature of the environmental policies that are evaluated differs from
those of the IJnited States because of the rather different policy mixes
in the Netherlands and Japan.

Consider first the Dutch analysis. This study is a regular part of
the econometric modeling program at Holland's Central Planning
Bureau. The policies evaluated in the study are: (1) Construction and
operation of waste-treatment plants; (2) end-of-pipe controls on in-
dustrial waste discharges; (3) the adaptation of automobiles for pol-
lution-abatement purposes; (4) the desulfurization of gas and fuel
oil; and (5) the removal of nonchemical wastes.

The estimated investment and annual costs necessitated by these
policies were used as inputs in the Dutch model in much the same
way as in the Chase analysis. The policy alternatives were differenti-
ated according to the time period over which the expenditures were
implemented. Both 7- and 12-year variants were considered. The di-
rections of the impacts on aggregate variables were similar in both
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variants. As one might expect, the magnitude of the impacts for most
variables is greater when the policy is assumed to be implemented dur-
ing a shorter period' The results are similar in direction to those of
the Chase and Hollenbeck studies with employment declining by 1.3
percent after 7 years.

The impacts on specific sectors of the economy differ in the Dutch
study and in the U.S. studies; this is to be expected, given the rather
different kinds of policies that are evaluated. The increases of em-
ployment in building construction predicted in the Dutch study would
seem to contradict directly the implications of the Chase analysis
(where substantial private investment is foregone because of the di-
version of investment capital into pollution-abatement equipment).
In the Chase model, one expects and finds a decline of employment in
the construction industry.

The Dutch and U.S. studies also show contradictory effects for
the agriculture and service sector, where the Chase results forecast
employment increases rather than decreases. The Dutch and U.S. re-
sults may be explained by differences in the policies, the composition
of the sectors, or the structure of the economies themselves. They high-
light a basic point, however; namely, that our understanding of the
sectoral impacts of environmental policy is quite limited.

This uncertainty becomes even more troublesome when the Japanese
results are considered. Like the Chase, DRI, and the Netherlands
studies, the Japanese results are also derived from simulations with
a macroeconometric model. The Japanese model, however, contains
substantially more sectoral detail than the other two. Three direct
impacts of environmental policy are accounted for in the Japanese
analysis: (1) The expansionary effects of the required antipollution
investment; (2) the contractionary effects of the cost and price in-
creases necessitated by pollution control investments; (3) the struc-
tural changes in sectoral demand and output. These effects are assumed
to be stimulated by government regulations designed to reduce air
and water emissions to target levels in the period from 1972 to 1977.

This study estimated the required annual private investment to
achieve both the air and water targets by using technical coefficients
describing the "required investment per unit of pollution abatement"
for 60 sectors. The cost and price effects were also estimated in great
detail. The model predicted that employment would rise during the
first years of policy implementation, but would fall subsequently, with
the net effect being a slight increase in employment.
The effects of substituting certain forms of environmental spending

for other forms of spending
There have been a number of other studies of the employment effects

of environmental programs. A study by Hannon and Bezdek (1973)
develops a methodology that gained acceptance as the basis for later
research. The authors analyzed the following question:

What would be the effect on the net demand for labor in various occupations
if the water resources investment budget in the U.S. Federal Government were
reduced by X billions of dollars while spending on a range of alternative Federal
programs was increased by a comparable amount?

Using the composition of final demands by the industrial sectors
plus direct labor requirements per unit of investment in water resource
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projects and per unit of investment in waste treatment plant con-
struction, they calculated gross output requirements for each sector
resulting from alternative final demand assumptions. Labor demands
implied by the gross output requirements were estimated by sector
using industry-specific labor-output ratios. Labor demands were fur-
ther disaggregated by occupation.

The Hannon-Bezdek analysis showed that a $1.13 billion expenditure
for improvement of water quality would generate nearly 96,000 jobs.
A shift in spending from water resource investments to waste treat-
ment plant construction would create nearly 23,000 work-years. In
effect, the waste treatment plant alternative was 30 percent more
labor intensive than water resource investments, taking into account
direct and on-site labor requirements and indirect effects stemming
from the structure of interindustry requirements.

In addition, the analysis yielded estimates of the net jobs cre-
ated or eliminated in 185 detailed occupations, due to the transfer
of funds: In moving funds from water resource to waste treatment
plant construction, the occupational categories of clerical workers and
office workers were the largest net gainers (3,200 and 1,800 jobs, re-
spectively) and mine operators and laborers and sales workers were
the largest net losers (-600 and -430 jobs, respectively).

Although this analysis does take into account the direct and indirect
impacts stemming from interindustry relationships, and though it
yields estimates of labor demands on detailed occupational categories,
it has a number of weaknesses.

First, the study is limited only to the waste treatment plant con-
struction component of the total Federal water pollution control pro-
gram; no other environmental programs are included. Moreover,
none of the manpower requirements for operating and maintaining
waste treatment plants are included in the analysis. Third, the model
includes no price, wage, or behavioral response impacts, which also
give rise to changes in employment demands.

Similarly, the model accounts for no induced consumption (multi-
plier) or investment (accelerator) expenditures. Hence, numerous
channels of indirect impact are left unexplored. Finally, the model
rests on the fixed coefficient and constant cost assumptions of the input-
output model, and extends these to the demand for labor by occupa-
tion. This assumption implies that increases in output in an industry
require the same composition of labor inputs as does the average unit
of output.

After publication of the Hannon-Bezdek study, the U.S. Bureau of
Labor Statistics (BLS) in 1975 undertook a study of the entire Fed-
eral program for pollution control and abatement, employing a meth-
odology very similar to that used by Hannon and Bezdek. While the
focus of this study was on the demand for labor with technical and
scientific training, employment requirements generated by Federal
pollution-control expenditures over the full range of occupations were
included. As with Hannon-Bezdek, these requirements ranged from
employment construction sites (if construction was involved) and
jobs created by industries supplying the necessary equipment, to jobs
generated in industries that, because of interdependencies in the econ-
omy, were suppliers of the industries on which the primary demands
were made.
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In a few important respects, the BLS study represents an improve-
ment on the Hannon-Bezdek research. First, in contrast to Hannon-
Bezdek, the authors of the BLS study appear to have been extremely
careful in distinguishing the category of work-years from that of
"jobs" (which includes part- and full-time employment). Second, the
BLS study includes employment in Federal and other agencies ad-
ministering environmental programs, a source of labor demand that
appears not to have been recognized in Hannon-Bezdek. Third, the
BLS seems to have made substantial efforts to obtain accurate esti-
mates of both the direct labor demands and the industrial composi-
tion of the product generated by the expenditure. This involved de-
tailed data collection from the Federal agencies involved, State and lo-
cal governments, and the enterprises to which contracts were awarded.

The BLS estimates also differed from those of Hannon-Bezdek.
Whereas the latter estimated that about 84,000 jobs would be generated
per $1 billion expended on waste-treatment-plant construction, the
BLS estimated that only about 54,000 work-years would be generated.
Part of this discrepancy could be accounted for by the differential
treatment of work-years versus positions (or jobs) in the two studies.
Because Hannon and Bezdek did not analyze the occupational break-
down of labor demand created by waste-treatment-construction
expenditures, a direct comparison of the sectoral impact projections
generated by the two studies is not possible. For example, considering
Federal pollution-control expenditures other than waste-treatment-
plant construction (largely research and program administration),
the BLS estimated that about 78,000 jobs would be generated per $1
billion of Federal expenditures. The report estimated that for the
entire pollution-control program, 67,000 jobs would be generated per
$1 billion of expenditure.
Studies of sectoral impacts

The impact of environmental policies on specific sectors of the
economy has also received attention. Among the significant studies
were those involving the pollution-abatement equipment industry, the
construction industry, the public sector, plant closing, and the capital
goods sector.

In 1972, the Environmental Protection Agency (EPA) released a
contracted study of the pollution-abatement equipment industry pre-
pared by Arthur D. Little, Inc. (Arthur D. Little, Inc., 1972). That
organization evaluated the implications of existing Federal air- and
water-pollution-control regulations for the abatement-equipment
industry.

The researchers made alternative assumptions about the rate of in-
dustry compliance with Federal standards over the 1972-80 period
and translated these estimates into projections of pollution-abatement
equipment purchases for each year. The impact on labor demand
generated by these purchases was estimated by applying average-
sales-per-employee ratios to the projected incremental sales estimates.
These ratios were based on information obtained from a small sample
of equipment manufacturers and ranged from 25,000 to 35,000 workers
per $1 billion of sales.

For example, had there been no Federal policy in effect, the study
estimated that employment in the pollution-abatement industry would
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have been 21,000 in 1972, 24,000 in 1975, and 31,000 in 1976. Assuming
a reasonable enforcement schedule of existing policy, the study pro-
jected that employment in the industry would have been 35,000, 49,000
and 75,000, respectively, for the same years. The study concluded that
the 1972 Federal legislation, if enforced, would lead to an additional
25,000 jobs in 1975 and 43,000 jobs in 1980 in the pollution-abatement
industry alone.

Concurrent with the Arthur D. Little study, the EPA released the
results of a study of the effects of Federal environmental legislation
on the construction industry (Stephen Sobotka Co. and McKee-
Berger-Mansuets, Inc., 1972). This study reflected the fact that one
of the most basic goals of the legislation was to stimulate construction
of waste water and other effluent treatment facilities.

The method of analysis in this study was similar to that of the
A. D. Little study; only the labor demands required for the new con-
struction stimulated by the legislation were estimated. Using constant
construction sales to labor ratios, which ranged from 25,000 to 35,000
workers per $1 billion of forecast industry sales, it was estimated that
35,000 additional jobs would be created in the industry in 1976.

In April 1976, the U.S. Census Bureau released its survey study of
1972-74 employment in the public sector, including Federal, State,
and local governments, resulting from environmental-quality control
programs. The programs included in the survey accounted for ap-
Iproximately $7 billion of public spending: $4.6 billion in water qual-
ity, $2 billion in solid waste management, and $300 million in air-
(luality control. These programs employed 226,000 full-time equiva-
lent workers: 94,000 in water-quality control programs, 124,000 in
solid-waste programs, and 8,000 in air-quality control. Fewer than
7.000 workers were employed by the Federal Government, while 11,000
w^ere employed by State governments, and 208,000 by units of local
government. The concentration of employment at the local level is
accounted for by the inclusion of sewage and trash collection and
street cleaning services in the definition of environmental-quality
control programs.

Because of possible negative effects of regulations on employment,
the EPA initiated an "economic dislocation early warning system"
that reported the number and size of plants closed because of the
imposition of environmental standards, and the associated loss of jobs.
Evidence from these reports suggests that the number of plants clos-
ing and jobs lost was minimal from a national perspective. A 1977 re-
port (U.S. Environmental Protection Agency, 1977) by the system sug-
gested that from January 1971 through December 1976. 98 plants
were closed because of the imposition of environmental standards,
causing a loss of 19.580 jobs, more than one-fourth of which were
concentrated in the Midwest.

Oonclwsion
In estimating the effects on employment of environmental policies,

the overriding importance of methodology cannot be overemphasized.
By and large, the studies cited have considered only the direct impact
of the policies in question. A more complete analysis. however, must
also consider the in-direct effects of these policies, with the realization
that these may at least partially offset the direct effects.
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Thus, there is a need for studies based on a general equilibrium
(Hollenbeck) as well as on a macroeconometric (Chase, DRI) model,
though each has its limitations. Based on these studies, a reasonable
statement of the relationship between employment and environmental
policy would appear to be: The overall employment impact of envi-
ronmental policies, though perhaps negative, is not very severe. The
impact is likely to be positive in periods when there is substantial
investment in pollution-abatement equipment. Whether positive or
negative, the empirical work to date indicates that the absolute value
of the effect on the Nation's unemployment rate is probably less than
one-quarter of a percentage point.

That policies may have significant effects on specific sectors is un-
challenged. The pollution-abatement equipment and related industries
are undoubtedly benefited by strong environmental measures. On the
other hand, certain marginal plants concentrated in the Midwest may
have had to close because of such measures.

THE EFFECT OF OSHA AND OTHER REGULATIONS ON PRODUCTIVITY AND
MACROECONOMIC PERFORMANCE

There have been only a few studies of the macroeconomic effects
of safety and health regulations. The majority of these consist of
"inflationary impact statements" which were commissioned by the
Occupational Safety and Health Administration (OSHA) in order
to assess the effects of various standards to be imposed on industry.
In this section we will examine "statements" pertaining to OSHA
standards for noise levels, coke oven emissions, inorganic arsenic, and
benzene. An independent study of the impact of OSHA's standards
for asbestos is also critiqued. Finally, we examine the portion of
Denison's article in the Survey of Current Business (1978) which
estimated the productivity effects of OSHA, safety and health regu-
lations in mining (an industry not covered by OSHA), and safety
requirements for motor vehicles.

In 1976, the consulting firm of Bolt Beranek & Newman (BBN)
completed a study of the impact of proposed noise regulation (Bolt
Beranek & Newman, 1976). Existing regulations had restricted worker
exposure-on a time-weighted basis-to noise levels not to exceed
90 decibels (dBA). The proposed regulation maintains the 90 dBA
standard and adds provisions for audiometric testing and noise mon-
itoring in cases where workers are exposed-again, on a time-weighted
basis-to noise levels greater than 85 dBA. When noise levels are
at 85 dBA, workers standing a yard apart can converse without shout-
ing. The difference between 85 and 90 dBA may seem slight, but an
85 dBA noise has only half the energy and sounds only three-quarters
as loud as 90 dBA noise.

The authors first estimated the incremental costs of complying with
the proposed standard and possible future regulations. The effects of
these additional capital and operating costs on the national economy
were then simulated under four possible regulation scenarios using a
macroeconometric model.

Information for the incremental cost estimates was obtained from
industry testimony given at hearings held by the U.S. Department
of Labor, from visits to plants in representative industries, and from
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"the knowledge and experience of senior BBN staff members gained
from a variety of industrial noise control projects performed during
the past 26 years * * *."1 Sixty-eight plants were visited to aid in
the attempt to estimate worker exposure to various noise levels and
the costs of noise control. The total number of production workers
in the plants sampled amounted to approximately one-half percent
of all the production workers in the 19 major industrial classifications
considered.

Noise monitoring was estimated to cost an additional $12 per worker
annually for 13 million production workers (about $155 million)
because of the proposed standards. Audiometric testing was estimated
to impose incremental costs of approximately $20 per worker annu-
ally for 4.3 million production workers exposed to noise levels in excess
of 85 dBA ($84 million). Thus, the proposed regulation was estimated
to carry an annual cost of $241 million.

Given a 90 dBA noise level attainment, full compliance with an
85 dBA standard was estimated to entail additional investments
amounting to $8 billion over a 5-year compliance period. The total
capital expenditures required over 5 years to quiet workplaces to this
level would then be $18.5 billion. Annual maintenance costs were esti-
mated to be 5 percent of these capital expenditures. At the existing
rate of capital investment on safety and health related items-just
over $3 billion a year-the capital costs required over a 5-year com-
pliance period would be roughly equal to all other safety and health
related capital expenditures. If 10- and 15-year compliance periods
were in effect, however, the incremental capital costs required would
be reduced by 18 and 25 percent respectively, assuming a 3-percent-
per-year rate of cost reduction due to technological improvements.

If full compliance with an 85 dBA were required, the noise stand-
ards would surely be the most significant of all those promulgated
by OSHA in terms of compliance costs for the whole of industry. As
of late 1979, OSHA had still not decided whether or not to even
impose the proposed standard requiring just audiometric testing and
noise monitoring in workplaces where 85 dBA are common.

The scenarios simulated with a macroeconomic model were as
follows:

1. Firms are required to conduct audiometric tests of workers ex-
posed to noise levels greater than 85 dBA and to monitor noise levels
in production workplaces. No programs to reduce workplace noise
levels are required. (This is the standard proposed by OSHA.)

2. Firms are required to quiet workplace environments to 85 dBA
within 5 years, to conduct audiometric tests until compliance is
achieved, and to monitor noise levels every year.

3. Same as 2, but with a 10-year compliance period.
4. Same as 2, but with a 15-year compliance period.
As is done in macroeconometric analyses of environmental regula-

tions, the simulations performed compared the base trend of the eco-
nomy without the expenditures induced by regulation with the size
and structure of the economy with these induced expenditures. The
induced expenditures are presumed to be unproductive in the sense
of conventional national income and product accounts-that is, no
additional final measured output is vielded by the expenditure.
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All the scenarios were estimated to have unfavorable effects on the
Nation's major macroeconomic variables. Real gross national product
was estimated to decline in all cases, the largest decline occurring
under the first scenario. Under this scenario, industries incur the costs
of testing and monitoring but do not experience any productivity in-
creases associated with the replacement of noisy equipment with
quieter, more productive equipment embodying more recent
technology.

The major reason for the decline in real GNP, however, was the
impact on employment rather than on productivity. The pattern of
the effect of noise control on employment closely paralleled the pattern
for real GNP, with the largest employment decline-and the largest
increase in unemployment-occurring under the first scenario. The
smallest impacts on employment and unemployment occurred under
scenario 2.

As one might expect, the shorter the compliance period, the greater
the inflationary impact. Thus, the second scenario had inflationary
consequences which were statistically significant. A 15-year compli-
ance period (scenario 4), on the other hand, had a relatively unim-
portant impact. The first scenario had the smallest inflationary impact
of all since no noise control equipment is installed, and consequently
no maintenance, interest, and depreciation expenses are incurred by
firms to be passed along to consumers. It should be emphasized that
any increase in the rate of inflation would not be permanent, but would
apply only to the period of adjustment. It represents a once for all
cost increase. It should also be noted that the macroeconomic estimates
reported by the study were only of a qualitative nature. The quantita-
tive magnitude of the estimates were not provided.

A study of the impact of standards for coke oven emissions (D. B.
Associates, 1976) is more explicit in this regard, but the estimates
performed must be viewed with considerable skepticism.

Though public awareness of coke as a product is nearly nonexistent,
it has a significant place in the Nation's economy. Coke is the solid
residue which remains after bituminous coals are baked at high tem-
perature in the absence of air until most of the volatile matter has been
driven off. The partially graphitized and cellular form of the carbon
allows it to burn rapidly in the lower regions of a blast furnace, there-
by creating a high temperature for melting iron and slag. At the time
the study was undertaken, coke production by and for steel companies
amounted to more than $5.6 billion a year.

Unfortunately, the escape of volatile matter during the coking
process has been associated with high rates of cancer among coke oven
workers. OSHA has responded with emissions standards. These stand-
ards require firms to establish "regulated areas" within their plants.
-ccess to these areas is restricted to authorized persons. The level of
coke oven emissions to which employees are exposed must be moni-
tored. In some cases reSDirators must be used. Finally, work practices
must be modified and/or engineering controls employed to reduce
emissions levels.

The impact study subsequently commissioned bv OSHA estimated
that employment would increase by 10 million man-hours annually
as a result of the emissions standards. This represents about 5,000 jobs.
Compliance was found to require a number of different forms of labor,
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including inspectors, maintenance workers, and installors of equip-
ment. The increase in manpower was to be accompanied by an esti-
mated 18-percent decline in labor productivity in the coke industry.
The inflationary impact was estimated to be slight-adding only 0.01 to
0.07 percentage points to the Consumer Price Index. Within the steel
industry, the annual impact on prices was estimated to be from 1 to 2
percent depending on the assumptions one makes about how prices are
set within the industry.

Most of the above estimates are the product of a faulty methodology,
however. The employment estimate was based on calculations of the
gross addition of manpower required to meet the emissions standards.
No displacement effects were allowed for. Although investments for
meeting the standards could "crowd-out" ordinary investments to
some extent, this result was not accounted for. Moreover, cost and
price increases resulting from the standards could result in a lower
quantity of final output-and hence, labor-being demanded, and this
effect, too, was neglected. In any event, the authors of the study went
on to estimate the effect on labor productivity assuming their employ-
ment effect was correct and assuming (measured) output would be
constant. Industry spokesmen, however, have indicated that the (meas-
ured) output of coke producers would decline by about 12 percent
because of the increased time needed for coking. Hence, neglect of the
reduced output induced by the anticipated price increase would lead
to an understatement of the expected productivity decrease.

The inflation estimate was obtained 'by taking the increased costs
required for compliance and passing them through an input-output
table for the U.S. economy. A Laspeyres price index was then con-
structed for the table's final demand sectors. Regardless of the meth-
odology employed, the inflationary impact would apparently be slight,
but the input-output technique assumes perfectly inelastic product
demands. Possibilities for substitution at each stage of production
means that the impact on the prices of final goods and services is
probably even less than the estimates performed by the authors. This
adjustment would offset, to some extent, the understatement of the
decreased productivity effect mentioned above.

A reasonable assessment of the macroeconomic impact of the stand-
ards for coke oven emissions then, would be that they would not have
a substantial macroeconomic impact. Even if the authors' employment
estimates did not represent an overstatement, the employment increase
would be insignificant relative to the level of employment in the Na-
tion as a whole. Likewise, the effects on total output and overall labor
produ-tivity are prlbably slight, as are the effects on the rate of in-
flation. This is not to deny that there could be important price, output.,
and productivity effects within specific industries such as iron and
steel.

Inorganic arsenic is another occupational health hazard faced by
many workers. A number of epidemiological studies have provided
evidence that the extent of this hazard ranges from dermatitis to acute
or chronic poisoning and carcinogenic effects. This hazard is common
among producers of arsenical herbicides, pesticides, and desiccants
and defoliants.

Arthur Young and Co. (1976) assessed the economic impact of
OSHA standards designed to mitigate health risks to workers. As was
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probably the case for coke oven emissions, standards for inorganic
arsenic are inconsequential from a macroeconomic perspective. The
authors estimated that the product accounts for only 0.00032 percent
of GNP, so again, the various sectoral impacts are what merit atten-
tion. The employment impact was estimated by constructing a simple
supply-demand microsiimilllation model for industries closely related
to inorganic arsenic. The increased costs of production resulting from
OSHA standards were then passed through the model, and the effects
on employment were compared with the baseline forecast of a Data
Resources-like macroeconometric model. It was estimated that between
2,900 and 3,7000 jobs were at stake. About 1,600 of the jobs were in the
arsenical wood preservative industry, representing 29 percent of that
industry's employment.

The impact of OSHA regulations with respect to benzene and
asbestos likewise appears to be confined to industry effects. The former
commodity, used as a basic feedstock for aromatic chemicals, w as esti-
mated (Arthur D. Little, 1977) on the basis of a simple, competitive
partial equilibrium model to experience a long-run price increase of
1 percent because of standards deemed necessary to reduce a number
of possible toxic effects. Labor demand was estimated to increase by
69,700 man-hours in order to comply with these standards, implying
a reduction in labor productivity-holding output constant-of 0.6
to 1.4 percent among benzene producers.

As for asbestos, the compliance costs necessary to reduce the risks
of bronchogenic cancer and mesothelioma have been estimated to
increase the prices of asbestos products (used for fireproofing and
insulating) by 3.7 percent-again, on the basis of a simple, partial
equilibrium model (Settle, 1974). A simple model of demand and the
assumption of a. fixed-coefficient production function were then used
to estimate output and employment effects from this price increase.
Output and employment were estimated to decline by about 2.9 per-
cent, with 2,660 workers experiencing spells of unemployment aver-
aging 10 weeks in duration. Note that labor productivity (output-.
employment) was constant by assumption!

This discussion, then, summarizes the studies which have attempted
to estimate the effects on OSHA regulations on output, jobs, prices,
and productivity. Unfortunately, all of them are studies of specific
regulations-to our knowledge no study seeking to evaluate the ag-
gregate impact of OSHA regulations on macroeconomic variables has
been undertaken. And any effort to extrapolate from the few studies
which are available to the entire program would be highly misleading.

A rather different approach to this aggregate impact has been taken
by Denison through his growth accounting framework. Denison's
work on the effect of health and safety regulations on measured pro-
ductivity is, as with his study of environmental regulations, confined
to the nonresidential business sector with output valued at total factor
cost so as to exclude the effects of indirect business taxes. Again, total
factor input refers to land, labor. and capital combined by using their
respective earnings as weights. The estimated increase in production
costs due to health and safety regulations taken as a percentage of total
factor cost provides a measure of percentage reduction in productivity
for which they are responsible. The increase in costs due to regulation
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is calculated for safety requirements for motor vehicles, safety and
health regulations in the mining industry, and standards set by OSHA.

To estimate the impact of regulations for motor vehicles, only safety
features added to vehicles sold to business are considered. Those pur-
chased by consumers are reflected in conventional measures of total
output. Denison also confines his computations to capital costs, be-
cause current costs might be either favorably or unfavorably influ-
enced by safety requirements. Improved bumpers, for example, may
reduce the costs of damages sustained in collisions, but their increased
weight may reduce gas mileage. In the absence of information, favor-
able and unfavorable effects are assumed to be offsetting.

Using Bureau of Labor Statistics data which enumerate the retail
value of various changes in automobile design, Denison estimates that
by 1975, 8.9 percent of the price of a new car represented incremental
safety equipment. He assumes that trucks bought by business with a
gross weight of 10,000 pounds or less carried the same incremental
cost. For heavier trucks, Denison strikes a compromise between the
estimates of two Government agencies for the impact of required im-
provements to air brake systems. This is assumed to be the only sig-
nificant regulation of heavy trucks. Two-thirds of the trucks pur-
chased by business were assumed to be in compliance with the stand-
ards in 1975, at an incremental cost of $1,000 per truck. Summing the
effects on trucks and autos, it is estimated that safety requirements
created a drag on measured output per unit of input of 0.09 percent by
1975, the rather modest impact having increased steadily since the
baseline year of 1967.

A much more significant impact seems to have occurred in the case
of safety and health regulations for the mining industry. Oil and gas
extraction have not been noticeably affected, but coal, metal, and non-
metallic mining have been the subject of close Federal scrutiny inde-
pendently of OSHA. The Federal Metal and Nonmetallic Mine Safety
Act of 1966 and the Federal Coal Mine Health and Safety Act of
1969 were both major pieces of legislation.

Limiting dust levels has been perhaps the primary-and most cost-
ly-objective of this legislation. Thirty-six percent of all coal miners
exposed to existing levels of dust for 35 years or more had contracted
black lung disease. Other regulations included the mandated use of
spark-free equipment, the sealing of abandoned areas where gases
might accumulate, and lighting standards for work areas.

Productivity in all three sectors of the mining industry affected by
the legislation has declined after rising sharply for several years. The
question at hand, of course, is the extent to which regulation is re-
sponsible for the decline. Lacking adequate information to pursue the
methodology followed elsewhere in his study, Denison assumes-on the
basis of the testsimony of industry and union leaders-that all of the
productivity slowdown in mining is due to the legislated safety and
health standards. Other factors such as the influx of inexperienced
workers, wildcat strikes, increased absenteeism, and-for 1974 and
1975-recessionary influences are ignored.

Denison furthermore assumes that the percentage reduction in
measured productivity due to mining regulations equals the percent-
age increase in eIlqployment which he estimates it necessitated. Ex-
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trapolating past trends in output per worker in mining (other than
oil and gas and comparing them to output per worker since
the legislation, Denison estimates the amount by which the actual
number employed exceeds the number that would have been required
to produce current output had past trends continued. This amount as
a percentage of total employment in the nonresidential business sector
is used as the estimate of the percentage reduction in measured pro-
ductivity growth due to safety and health regulation, the justitica-
tion being that labor is a large percentage of total factor cost. This
assumes that the ratio of depreciation and the net opportunity cost of
invested capital to labor cost in mining was not affected by regula-
tion. In fact, however, the increase in the labor-output ratio could re-
flect the substitution of labor for other inputs. Increased levels of
safety might lower the risk premiums which have to be included in
the wages paid to workers in order to attract them into mining. Sub-
stitution of labor for other inputs would thereby 'be encouraged. If
this is the case, labor productivity would indeed show slower growth,
but output per total factor input might not be affected significantly.

In any event, safety regulations in the mining industry are estimated
to have increased nonresidential business employment by 0.24 percent
between 1968 and 1975. Again, the impact is estimated to have in-
creased steadily since 1968. Given the rather strong assumptions made,
however, 0.24 percent must be considered an upper-bound estimate of
the impact on the level of measured productivity, the overstatement
being stronger in the case of metal and nonmetal mining than in
coal.

Finally, Denison assesses the impact on industries other than min-
ing-those covered by OSHA. Again, the incremental costs can be
divided into capital costs and current account expenditures. The
impact on capital costs is estimated by comparing trends in existence
before OSHA went into effect with current outlays, as reported in
surveys undertaken by the McGraw-Hill Publications Co. Informa-
tion on current-account expenditures for safety and health items is
not available so it is assumed they bear the same relation to capital
costs as do those for air- and water-pollution abatement. The impact
of regulation once again appears to rise steadily over time, but all
of OSHA's standards combined are estimated to have caused only a
0.09 percent decrease in the level of measured productivity between
1970 and 1975. It should be noted, however, that some safety standards
for trucks and certain OSHA health standards had scarcely begun
to have an effect during this period.

In total, then, these estimates account for 5 to 10 percent of the
slowdown in productivity growth during these years. Combining all
the safety and health regulations examined, then, the total impact on
measured output per unit of input is estimated to have been minus 0.42
percentage points from 1968 to 1975, mining regulation accounting
for about three-fifths of the decline.

Two assumptions made by Denison which were noted in discussing
the impact of environment regulation should again be mentioned.
First, it is assumed that, for a given level of inputs, regulation-induced
expenditures have a dollar-for-dollar crowding out effect on marketed
output. In addition, factors of production are assumed to experience no
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diminishing marginal rates of return. As noted earlier, both of these
assumptions create an upward bias in Denison's estimates-at least for
the direct (as opposed to indirect) impact of regulation.

The macroeconomic effects of major Federal safety and health
regulations, then, have not been great. A 0.42 percent decline in output
per unit of input from 1968 to 1975 represents a decline in the pro-
ductivity growth rate of only 0.05 percent per year. And we have
indicated that this is an upper-bound estimate. The overall impact on
total output, employment, and capital formation is modest. And, as
emphasized above, any increase in the price level due to safety and
health regulations is not a permanent increase in the inflation rate.
Particular industries, of course, may be impacted more or less heavily.
The impact of mining regulation, for example, is small from a na-
tional perspective when one considers that mining is such a small part
of the Nation's economy.

As for OSHA, it must be emphasized that its regulations consist
primarily of a codification of prevailing standards in the field of
safety, and that safety has been promoted by business for many years
both on its own volition and under the prodding of State agencies
and workers compensation insurers. Note that to the extent that safety
measures result in fewer accidents, workers compensation premia-
which are costs to the firm-will fall. To the extent that average out-
lays for health and safety have increased they can even promote pro-
ductivity by decreasing time lost due to illness or accident, as well
as by raising vitality and reducing debilitating health conditions.
Despite much publicity, then, OSHA's macroeconomic effects are slight
and pertain if at all to standards issued in the area of health.



VIII. ALLOCATING THE SLOWDOWN IN PRODUCTIVITY
GROWTH AMONG ITS DETERMINANTS

Section IV of this study presented a number of hypotheses regard-
ing the slowdown in productivity growth in the 1970's. All of the
determinants mentioned there have some credibility, and each could
account for some portion of the slowdown. Moreover, these factors
interact with each other in unknown and complex ways. A number of
analysts have attempted to allocate the observed change in produc-
tivity growth among these potential contributing factors. In these
analyses, environmental controls are not the focus of the analysis;
they are but one factor among many.

There are two basic techniques employed in these allocation studies.
One approach is that employed by Denison in his important work on
accounting for the sources of economic growth.31 In it, separate esti-
mates of the role of various determinants are made, often on the basis
of rough, ad hoc analyses along with a good dose of judgment. Then
the remaining, unaccounted-for residual is assigned to a broad,
catchall category. The second approach is a good bit more systematic.
In it, the time series of productivity are observed and breaks in the
series are identified using statistical analysis. Then, using a time
series regression framework, the determinants of the breaks are statis-
tically estimated and the contribution of each is measured.

Because the studies allocating productivity change among its deter-
minants are numerous, only two will be described here. The first, an
allocation study by Denison, characterizes the first approach. The
second, by Siegel, is representative of the more statistical approach.

In his allocation study, Denison considers productivity in terms
of nonresidential business income per person employed-a single fac-
tor productivity index-and estimates the contribution, of various
determinants to its growth during the 1948-49, 1969-73, and 1973-76
periods.32 The central problem, of course, is to account for the slow-
down in productivity growth during the latter two periods relative
to the first period. Estimates for 1948-69 are taken from the author's
"Accounting for United States Economic Growth, 1929-1969" with
minor changes resulting from the measurement of output in 1972
prices instead of 1958 prices and from revisions in the data. The esti-
mates for 1969-73 and 1973-76 are preliminary ones which the au-
thor has undertaken as part of an effort to update his earlier work.

Denison begins by adjusting his productivity data for what he terms
"irregular factors"-weather, work stoppages, and cyclical factors.
These factors are estimated to have had a trivial effect on produc-
tivity growth during 1948-69 and 1973-76, but they account for
about half of the 1 percentage point difference in the growth rates
for 1948-69 and 1969-73.

3 s Dentson (1974).
See Denison (1979b) or (1979c).
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Changes in labor force characteristics are the first major set of fac-
tors to be considered. Given the author's productivity measure-
which ignores changes in the hours worked by the labor force-hours
worked is one obvious factor to consider in explaining the recent
deceleration in productivity growth. This is found to have had a nega-
tive impact during all three of the periods under study, and this
impact appears to have increased over time. The same can be said
for changes in the labor force's age-sex composition. By way of
contrast, education has had a consistent positive impact, and its effects
also appear to have increased over time. Presumably, the health of
the labor force has improved over time, but this factor is not con-
sidered by Denison, as it is by others.

The amount of capital and land with which the labor force works is
the next major category Denison examines. This, in comparison to
other studies, is not estimated to have undergone much of a decline
in its contribution to productivity growth. The reallocation of labor
out of agriculture and out of self-employment appears to have had a
more significant effect. This reallocation appears to have made no con-
tribution to productivity growth during 1973-76, whereas it made a
0.4 percentage-point-per-year contribution during 1948-69.

Changes in environmental and other regulations are also estimated
to have played a significant role. While these regulations-or the ab-
sence thereof-are estimated to have had no impact on 1948-69 growth,
by 1973-76 they are estimated to have caused an annual reduction of
0.4 percentage points.

Economies of scale arising from expanded markets are estimated to
have made a smaller contribution in recent years than they did in the
past. What is truly striking is that Denison is left with a huge residual
factor which he labels "advances in knowledge and not elsewhere
classified." This residual factor accounts for over half of total 1948-69
productivity growth. For 1969-73, the figure of 1.6 percent per year
equals the measured rate of productivity growth for that period. And
for 1973-76, the residual factor suddenly drops to -0.7 percent per
year which is greater in absolute value than the - 0.5 percent per year
rate of productivity growth which occurred during these years.

Denison argues plausibly that, although advances in knowledge may
have contributed less to recent growth, his study leaves unanswered
the question as to why his final category shows such a sudden decline
during the most recent period. He considers several alternative ex-
planations. He dismisses some of them-for example, "people don't
want to work any more"-on the grounds that they were also operative
during high-productivity periods or have only operated gradually in
comparison to the sharp downturn in productivity growth. Inflation is
admitted to be a possible explanation, but Denison says he simply does
not know how much of a factor it has been.

The sudden increase in energy prices is estimated to have only con-
tributed 0.1-0.2 percentage points annually to the decline. But Deni-
son's discussion may be criticized in that it does not consider the long-
run (dynamic) effects of the energy problem. These involve plant
adaptation costs required by the need for fuel substitution and the
increased obsolescence of some plants and equipment attributable to
energy price induced factor substitutions. Denison's estimate also ig-
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nores the enormous diversions of labor and capital to the redesign of
products and the retooling for production of them when energy prices
induce a switch in the pattern of consumer demand for example, from
large to small, fuel-efficient cars).

Also troublesome are difficulties in capturing changes in technologi-
cal advance. To some extent, technological change is embodied in
physical capital, and its rate of change depends in part on the rate of
change in the stock of physical capital. By the same token, Denison's
estimate of the contribution of physical capital may be entangled with
the contributions of technology and other factors which lower the real
price of capital goods. In any case, inclusion of a variable to capture
changes in R. & D. spending might have been appropriate. In theory,
at least, the model presented in section III and appendix A captures
the contributions of all inputs and separates them from the effects of
technical change.

Clearly, Denison's study attributes a negative and increasing im-
pact-at least through 1975-on productivity change to environmen-
tal and other regulations.

In any case, these regulations still appear to account for a relatively
small portion of the measured productivity slowdown-about 0.1 per-
centage points annually from 1965 to 1973, 0.22 percentage points from
1973 to 1975, and only 0.08 percentage points from 1975-78. This de-
crease in impact for the most recent period is noteworthy.

In an important and recent article, Robin Siegel has attempted to
statistically identify breaks in the trend of productivity growth and
to account for the slowdown in trend.3 3 Utilizing Chow tests to verify
statistically significant breaks in the series, the author found such in-
terruptions in both 1967 and 1973. In her statistical analysis, change
in the demographic composition of the labor force was a consistent
contributor to the productivity slowdown. From 1973 on, however,
changes in relative energy prices were the single most important nega-
tive factor. Pollution abatement expenditures were a significant nega-
tive factor in the post-1967 slowdown, and continued to contribute to
the productivity slowdown until 1975. After 1975, these expenditures
declined as a percentage of the gross national product.

Output per man-hour in the private nonfarm sector-again a re-
strictive single factor productivity index-served as the dependent
variable for Siegel's regressions. Regressing this on a time trend vari-
able and the inverse of the GNP gap, in order to control for cyclical
factors) produced a good fit for quarterly data covering much of the
post-war period. But F-statistics on Chow tests were consistently high,
with severe breaks in the productivity trend indicated for 1967 and
1973.

The goal of the analysis was thus to identify variables which could
be added to the equation to produce a consistent time trend. The change
in the composition of output away from manufactured goods and to-
ward services was one obvious factor to be considered, but it was found
that productivity in manufacturing had itself experienced a break in
trend.

In any case, the share of manufacturing in total output was added
as a variable. Also added were the percentage of prime age males in

8 Siegel (1979).
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the labor force, relative energy prices, pollution abatement expendi-
tures as a percentage of GNP, the capital-labor ratio, and other vari-
ables. The capital-labor ratio was found to have had a significant,
positive effect on productivity growth until 1973, but the ratio de-
clined thereafter and made no contribution to post-1973 productivity
change.

It is noteworthy that the addition of these variables still could not
prevent F-statistics on Chow tests from being significant at the 5 per-
cent level for the 1967 and 1973 break points, but Siegel points out
that they are barely significant. Previously, they were highly signifi-
cant even at the 1 percent level.

Thus, Siegel's analysis does account for a large portion of the pro-
ductivity slowdown-with energy prices being assigned a much more
significant role than in other analyses-but the sharpness of the de-
cline and the breaks in trend remain unexplained. Siegel suggests look-
ing at the age of the capital stock, additional Government regulations
such as those in the health and safety area, and changes in attitudes
toward work. In addition to these variables, one should also employ
variables to control for education and training expenditures, expendi-
tures on research and development, and changes in scale economies.
These variables have typically been included in other analyses. Of
course, data for these variables may be difficult to obtain on a quarterly
basis, but their inclusion is likely to alter the results. It would also
be of interest to estimate the impact of the new jobs tax credit, which
went into effect at the end of 1975, and which encouraged the hiring of
low-skilled workers.

Table 3 summarizes the results of all of the allocation studies we
have been able to identify. Each of these studies seeks to account for
the difference in productivity growth from a pre-1970's period to a
1970's period. The varying periods of comparison and the varying
definitions of productivity account for differences in the percentage
points of the decrease in productivity growth which are being allo-
cated (see the bottom row). Across all of the studies, 25 separate
determinants of productivity growth are identified, of which pollu-
tion abatement regulations are one (No. 17).

Among the studies identified, the decreases in productivity growth
which are to be allocated range from 1.0 to 3.1 percent. If the Denison
(2) estimate is eliminated because the comparison it makes does not in-
clude the productivity experience beyond 1973, the range becomes 1.2
to 3.1 percent. Moreover, the Denison (1) productivity change estimate
does not include in it the change in hours worked overtime. If this ad-
justment is made, the 3.1 percentage point change is reduced to 2.8 per-
cent, and the range is further narrowed 1.2 to 2.8 percent.

In the studies which identified cyclical and weather effects, these
determinants generally played a modest role. The largest role was
assigned by Kendrick, who estimated that cyclical changes accounted
for 40 percent of change he was analyzing-0.6 out of 1.5 percent. A
somewhat more significant role was assigned to changes in the sectoral
composition of output or the age-sex composition of the labor force.
These factors have been allocated from 11 to 40 percent of the change,
with the bulk of the estimates in the 20-30 percent range. The range of
estimated effects due to changes in the capital stock is large. One of the
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analysts (Kendrick) assigns it a zero role, three assign it a 10-15
percent role, and 2 of the analysts (Siegel and Evans) attribute about
one-third of the total decline to the decrease in the capital stock. Most
of the allocators did not explicitly consider the role of energy prices,
wrapping it into their residual category. However, those studies that
did consider it, allocated it a substantial role-up to one-third of the
total decrease. For environmental and other regulations, the percent-
age point changes range from 0.4 percent (Denison) to 0.1-0.2 percent.
In no case are pollution abatement regulations assigned more than 15-
20 percent of the responsibility for the decrease in productivity
growth. The typical estimate of the role of enviromnental regulations
is in the range of 5-15 percent. 3 4

3" This estimate Is based on an equal allocation of impact when pollution abatement is
aggregated with other categories.



TABLE 4.-CHANGE IN THE EFFECT OF VARIOUS FACTORS ON PRODUCTIVITY GROWTH: CONTRIBUTION IN PERCENTAGE POINTS OF VARIOUS FACTORS TO THE GROWTH RATE OF PRODUCTIVITY
IN RECENT YEARS MINUS THE CONTRIBUTION IN PAST YEARS

[Numbers in parentheses indicate the percentage of the change in productivity growth explained by the factor in question!

Kutscher, Norsworthy,
Mark s and Harper a

Factor/Author Denison (1) 1 Denison (2) a Kendrick 3 Seigel 4 Norsworthy Mark 6 Evans 7 Clark 8 and Kunze l5

1. Labor market tightness -- 0.2(11.1) .

23. Weiatherework stoppages - 0.2(6.5) - -0.4(-40.0) -0.6(-40.0). -0.4(-22.2) - - - -- 0.2(-10.5)
4. Shifts from manufacturing to services - - -- 0.1(-6.7) - (0)- 0 to-0.1 0.1 to -0.1

(0 to -8.3). (6.7 to -6.7).
5. Shift from farm tn nonfarm --- 0.4(-12.9) -0.3(-30.0) -0.1(-6.7) -- 0.3(-25.0)_-- - -0.3(-20.0) - - -- 0.2(-9.5).
6. Shift out of self-employment ------
7. Changes in hours worked- -0.3(-97). --0.1(-10.0)-
8. Labor force composition -- 0.1(-3.2)- - -0.3(-30.0). -0.3(-20.0). 0.2(11.1)- -0.2 to -0.3 -0.2 to -0.3 -0.5(-33.3) 0.1(5.3) -0(0).

(-16.6 to (-13.3 to
-25.0). -20.0).

9. Education-0.4(12.9)- 0.2(20.0)- 0.2(13.3).
10. Health and vitality - - ----- 0(0)-------------------------------------------------------------------------------------------
11. Nonresidential structures and equipment. -0.1(-3.2).- -0.1(-10.0) --------------- 0.6(-33.3)- 0 to -01- -0.2 8(12.8) . -0.5(-33.3) -0.3 to -1.2 - -0.7(-33.3).
12. Inventories -- 0.1(-3.2). 0(0) - -(0 to -8.3). (-15.8 to

-63.2).

13. Other capital ------------------------------------------------------------------------------------------------
14. Economies of scale - -0.2(-6.5). 0@0). . -0.2(-13.3)-
15. Land 0(0) -0.1(-1060) -0.1(-6.7)-
16. Energy prices --- 0.7(-38.9)--03(-20.0)7 5 tLa t ind -- - - - - -- - - - - -- - - - -a t t(m) _ 0 4 - -1 2 .9 ) - -0 2 ( -2 0 .0 ) - 0 1 ( 6 7 - --- --- ---- -------{ -8 3 t -------- ---------------------------------------------------- - 0 ( 4 . )

19. Government services ------------------------------ -0.1(-6.7).
20. Taxes --a----------------------------- -- -0--- - 20---- ------------ 0(0)
21. Expectations - --- -0.4(2)------------------------------.-
22. Formal advances in knowledge --------- - 10

23. Informal advances in knowledge - J 1(0(0) 1
24. Diffusion of knowledge - - -------------------------- 0 ) 1102to-06 -06to-0.9-06to-1.6 -1.1(-52.4)
25. Residual factors- - - 0.1(6.7)-- (-16.6 to -50.0) (-40.0 to -60.0) (-31.6 to -84.2)

Total change explained -- 3.1 - -1.0 -1.5- 12-1.8 - -1.2 -1.5. -1.5. 121.9 - 2.1.

Sources: Denison (1979b), Kendrick (1978), Siegel (1979), Kutscher, Mark, and Norsworthy (1977), ' Compares private nonfarm out pt per person-hour in 1968-77 versus 1947-48.
Mark (1978), Evans (1978), Clark (1978), and Norsworthy, Harper, and Kunze (1979). 0 Compares 1973-77 versus 1966-73 and is emphasized as a tentative estimate.

I Compares nonresidential business income per employed person in 1973-76 versus 19484-9. Compares private nonfarm output per person-hour in 1973: 11-1976: IV versus 1955: IV-1965: II.
a Compares nonresidential business income per employed person in 1969-73 versus 1948-69. 10 Compares private output per person-hour in 1973-78 versus 1948465.
2 Compares private sector output per total factor input in 1976-76 versus 1948466. tol The portion of the decline in productivity growth not accounted for by the authors was asuigned

'Compaes prvate onfar outpt perperso-hourin 193-78 ernon1955-s. tothe "residuals factors" category.
Compares private onfarm output per person-hour in 1 973-78 versus 1955-65. 12 The sum of the component parts does not equal the total because of rounding errors.
Compares private output per person-hour in 1966-77 versus 1947-66.



IX. PRODUCTIVITY GROWTH, ENVIRONMENTAL AND
HEALTH/SAFETY REGULATIONS, AND SOME POLICY
OPTIONS

In this study, we have reviewed the anatomy of the productivity
slowdown in the 1970's and have discussed numerous hypotheses con-
cerning the causes of this slowdown. We were guided in our analysis
by a formal model which linked productivity growth in a firm to its
primary unique determinants, one of which we labelled "regulatory in-
tensity." Our review focussed on regulations in the environment,
health, and safety areas, and we tried to pry out of the numerous
studies which have been done on the determinants of macroeconomic
performance and productivity growth some assessment of the role
of environmental and health/safety regulations.

ENVIRONMENTAL AND HEALTH/SAFETY REGULATIONS AND THE

SLOWDOWN IN PRODUCTIVITY GROWTH: A BOTTOM LINE

Our survey and review of investigations of the post-1965 slowdown
in productivity growth has produced no real consensus on the relative
magnitudes of the contribution of the numerous factors studied. The
changing demographic composition of the labor force and hours
worked, together with sectoral shifts in the composition of output,
seems to receive substantial weight in most estimates, accounting for
between 20 to 30 percent of the observed slowdown. The slowdown in
the rate of capital investment, resulting in a declining capital-labor
ratio and a capital stock which embodies a technology which increas-
ingly deviates from what is possible is also assigned a major role. Con-
sidering both the microeconomic and the "growth accounting" studies,
it seems reasonable to attribute from 25 to 35 or 40 percent of the slow-
down to this factor. In thinking of this determinant, however, it should
be recognized that many analysts included the potential effect of the
post-1973 energy price increase in the capital variable. This procedure
presumes that the main effects of the energy price increase were to re-
duce both investment and the return (productivity) of existing capital,
and hence to reduce the capital-labor ratio. Perhaps one-third to one-
half of the 2.5-40 percent role assigned to the capital factor is attrib-
utable to the energy price increase. The third important factor ap-
pears to be cyclical-for much of the late 1960's and the 1970's the
economy has shown many characteristics of a quasi-permanent reces-
sion. High unemployment and low utilization of the capital stock has
persisted. These factors together with weather and work stoppages
would appear to account for another 10-20 percent of the productivity
slowdown.

If this characterization is correct, between 10 and 40 to 45 percent of
the slowdown is to be allocated to the large number of other deter-

(73)



74

minants, of which environmental and health/safety regulations are
one. It seems clear that these regulations cannot escape some of the
blame. However, little evidence exists to suggest that as much as 15
percent of the contribution to the overall slowdown can be attributed
to them. This is based in part on the results of the macroeconomic
model estimates which emphasize that until now environmental regu-
lations have had both productivity increasing and productivity re-
ducing effects which largely offset each other. A reasonable estimate,
then, would attribute, say, 8 to 12 percent of the slowdown in pro-
ductivity growth to environmental regulations.

This conclusion implies that we attach less weight to the results of
some of the studies than to others. Those studies which yield large
estimates of the productivity impact of environmental regulations
include Denison's and some of the findings of Crandall. We have in-
dicated in the text why we find these to be upper-bound estimates-at
least for the direct impact of regulatory policies.

Our bottom-line estimate, we would note, accounts for both the
direct and the indirect effects of environmental and health safety reg-
ulations. As a result, whatever effects environmental and health/safety
regulations have on capital investment and the capital-labor ratio
are included in the estimate assigned to the regulations. In this vein, it
will be recalled that the evidence on the adverse impact of environ-
mental and health/safety regulations on the capital stock and its
productivity is very weak. We discuss why Leahey's estimates of this
impact are excessive. Health and safety regulations-for example,
those affecting the mining industry and those designed to reduce the
noise level in plants-can have major adverse output and productivity
impacts in certain sectors or industries. These impacts tend to be lo-
calized, however, and because of the small size of these sectors rela-
tive to the national economy, they appear to have a rather trivial im-
pact on macroeconomic performance. These localized impacts are not
unique to health and safety regulations, however. The study by Leahey
and the case study on the copper industry illustrate the rather major
adverse effects which air and water pollution control policies can have
on particular industries.

In arriving at our "bottom-line" estimate, several points should be
made. First, a wide range of uncertainty pervades our bottom line esti-
mates. We have relied on the existing research which has been done on
this topic. This research is varied in methodology, data, and the time
periods analyzed. Our estimate is an amalgam which tries to sort
through these differences, and to filter out the total effect of environ-
mental and health/safety regulations. It is an estimate which com-
pares the pattern of productivity growth in the post-1970 period to
that which preceded it. Hence, it suppresses some important differ-
ences in the determinants of productivity growth within the post-1970
period. For example, the impact of the energy price increase would
be reflected in post-1974 productivity growth patterns, and not those
of the earlier post-1970 period.

Second, our estimate is of the effect of only environmental and
health/safety regulations, and not public regulations in total. In addi-
tion to rules for residual emissions and occupational health and safety,
Government has imposed mandates in a large number of other areas
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during the last decade-energy usage, new product introduction, plant
location, transportation, and forest management are all examples.
Clearly, the total impact of these measures is in excess of that for
environmental and health/safety regulations themselves.

Third, as we have seen, the studies which have attributed substan-
tial productivity effects to environmental and health/safety regula-
tions have done so in a framework which omits the potential effects
of numerous other factors.

In our review, we were struck by the rather easy dismissal of the
economic dislocations caused by the rapid, post-1973 increase in
energy prices, and their effect on productivity growth and macroeco-
nomic performance in general. While a few studies suggest a non-
trivial role for this exogenous price shock-for example, Hudson-
Jorgenson and Gollop-Roberts-we judge that this effect has not been
adequately accounted for in the studies which have attempted to allo-
cate output or productivity growth among its determinants. As a re-
sult, some of the slowdown in productivity growth that we (and
others) have attributed to lagging investment and the decrease in the
capital-labor ratio is probably due to the rapid increase in energy
prices and the required adjustment to this increase. The category of the
exogenous price increase should probably be included as a separate
factor, and not wrapped into the category of the capital stock or its
productivity. In addition, the uncertainties introduced and operating
adjustments required by periods of double-digit inflation should be
independent factors in any full appraisal of the causes of the pro-
ductivity slowdown. Similarly, the last decade has also seen an un-
precedented rise in total employment and labor force participation,
even though the unemployment rate has not fallen substantially. In-
crements to employment of this magnitude are bound to encounter
diminishing marginal productivities, which diminutions will be re-
flected in measured aggregate labor productivity. Indeed, the same
periods in which productivity growth has decreased have seen policies
subsidizing incremental private sector employment. Because such poli-
cies induce the hiring of workers whose productivity is below market
wage rates, the fall in measured productivity may actually signal the
success of these programs.3 5 All of these factors have been given too
little weight.

Fourth, it is quite possible that some portion of the observed decline
in labor productivity growth reflects a measurement problem. In a
period of rapid product price increase, aggregate time series statistics
on changes in labor inputs may be more reliable than those for changes
in real output. Estimates of the latter variable over time must be based
on deflations using composite price indices which may contain sub-
stantial distortions in a period with rapid relative price shifts.

Finally, although we have attempted to accurately account for both
the direct and indirect effects of environmental and health/safety
regulations in the impact attributed to them, some potential indirect
effects which these regulations might have on other variables con-
sidered independent may have been underestimated. For example, to
what extent is the reduction in the rate of investment due to an increase
in uncertainties caused by environmental regulations? To what extent

35i See Bishop and Haveman (1979).
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have R. & D. activities been shifted by environmental and health/
safety regulations toward seeking ways of reducing residual emissions
or improving the environment of the workplace as opposed to improv-
ing the efficiency of production processes or the introduction of new
products? Environmental and health/safety regulations may have
larger indirect impacts than we have attributed to them. If so their
total effect on productivity growth will be greater than we have attrib-
uted to them.

One basic and overriding point should be made with respect to en-
vironmental and health/safety regulations. The contributions to eco-
nomic welfare which they are intended to make are, by and large, not
reflected in marketed or measured output. These effects include im-
proved health (implying less demand for medical care services), longer
lives, expanded outdoor recreation opportunities, greater enjoyment
of existing recreation opportunities, and reduced demands for cleaning
and other "defensive" activities. Were the standard productivity meas-
ures effective indicators of economic welfare, these outputs would be
included in the numerator of the measure. Although they are difficult
to quantify, let alone value, numerous studies have indicated that
marked increases in these outputs have resulted from environmental
policy. In some cases, benefit-cost analyses which have been made of
them suggest benefit-cost ratios in excess of one.36 If this is in fact the
case, the effect of these regulations on "true" productivity would be
less negative or even positive and the inclusion of the outputs of these
regulations in the numerator of standard productivity measures could
tend to offset the negative effects of other factors on productivity
growth and change the sign of the effect attributed to environmental
regulations. Given that it is a reliable measure of "true" productivity
which is desired, it is essential that additional benefit-cost analyses of
environmental and other regulations be undertaken.

THE AVAILABLE POLICY OPTIONS AND THEIR POTENTIALS

In the studies we have examined, numerous potential determinants
of the slowdown in productivity growth have been examined. These
studies have differed with regard to the relative importance assigned
to the various factors. Of the several factors which appear to have
played some nontrivial role, some appear amenable to change by policy
action, others'do not. Given the desire to improve productivity growth,
what are the policy options which appear viable and what is their
potential?

For many of the factors we have discussed, Government policies
would appear to have little if any control. Change in the composition
of demand is one example. A high proportion of the growth in income
which accompanies economic development tends to be allocated toward
the service sector and away from outputs produced by the agricultural
and manufacturing sectors. Unfortunately, relatively low levels of
productivity and rates of productivity growth seem to be an inherent
feature of service industries. It is not clear what policy measures could
alter the slowly shifting pattern of demand or improve productivity
performance in the service sector. Of the two possibilities, however,

so See, for example, Lave and Seskin (1977), Chapter 10. and Freeman (1979).
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efforts to control inefficiency and waste in some service sectors-for
~example, the health care system-would appears to hold the more
promise.

The existence of economies of scale is another factor over which Gov-
ernment has little control. To the extent that other factors (for ex-
ample, specific forms of R. & D.) affect productivity growth through
economies of scale, Government may possess some viable policy instru-
ments. If, for example, policy measures can increase the relative growth
of industries experiencing economies of scale, aggregate productivity
growth could be improved. Or, if policy can affect the relative prices
of inputs, the relationship of average costs to output could be so altered
as to encourage scale economies. Such alterations, however, would likely
be mere window dressing. Unless policy-induced changes in input
prices offset existing distortions, such changes are likely to further
retard productivity growth by inducing resource misallocation.

The demographic composition of the labor force is another factor
over which Government has little control. It too is a factor which many
investigators agree has been a major source of the productivity slow-
down. There is every indication, however, that the future change in
the demographic composition of the labor force will have favorable
consequences for aggregate productivity. The age composition is shift-
ing to more experienced (productive) workers, and the women now
entering the labor force have better opportunities for obtaining train-
ing and experience than was formerly the case. With no future policy
actions, then, this factor should positively influence productivity
change.

There are other factors over which the Government can or has ex-
ercised but limited control. The prospect for productivity growth of
likely changes in many of these determinants is not favorable, unless
.policy measures for influencing them are either found or improved.
Factors in this category include business cycle effects, inflation, energy
prices, and innovation.

These factors are, of course, often interrelated and their interde-
pendence may help to explain the tenuousness of the control that gov-
ernmental policies have over them. For example, in the short run,
efforts to reduce the rate of inflation may reduce output and produc-
tivity growth and increase the rate of unemployment. In this case,
efforts to mitigate one potential adverse impact on productivity
growth are likely to exacerbate another. While steady longrun mone-
tary and fiscal policy could have beneficial effects on all three fronts-
inflation, unemployment, and productivity-Government has had sub-
stantial difficulty formulating such a longrun policy.

Some observers contend that the situation with respect to inflation
and unemployment represents a dilemma only if the policy problem
is viewed as one of managing aggregate demand. If, as they suggest,
the real problem is with constraints and impediments on the supply
side-minimum wage laws, high marginal tax rates, unemployment
benefits, labor union practices, energy supply constraints, et cetera-
effective policy measures could have beneficial effects on all three
fronts, even in the short run.

However, even if supply side constraints are the real problem, the
policy options are not striking. Consider, for example, efforts to in-
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crease energy supplies to combat upward price pressures and bottle-
necks. Some measures to improve the domestic supply of energy are
being implemented and many others are being debated. But the OPEC
cartel appears to be a long-term feature of the world economy. Policy
options with respect to it are limited.

Innovation is a related factor in that macroeconomic conditions
affect the rate at which new products or processes are introduced into
the economy. Changing rates of inflation, uncertain demand for goods
and services, and sporadic energy supplies combine to create an en-
vironment in which those who are risk-averse will hesitate to make
investments even if the expected rate of return is relatively high
(Malkiel, 1979). And, we have suggested, Government has only tenu-
ous control over these factors which may have an indirect impact on
innovation. While some have argued that Government could have a
beneficial influence on innovation and productivity growth by in-
creasing R. & D. support, the ultimate potential of this factor is in
dispute.

Finally, there is that limited set of factors which appear both to
have played some role in the slowdown in measured productivity
growth and over which Government can exercise effective control. In-
cluded here are regulations in the areas of health, safety, and the
environment and policies to influence the rate of capital formation.

In the previous section we have stressed the fact that regulations
in the areas of health, safety, and the environment may have bene-
fits which are not captured in conventional productivity indices. If,
after a careful consideration of the benefits and costs, it appears that
some regulations have imposed net social costs, however, regulatory
reform may be in order.

One of the causes of the productivity slowdown is a deceleration in
the rate of capital formation. Undoubtedly due to a large number of
causes, the ratio of investment to gross national product is now lower
in the United States than nearly all other industrialized countries. An
immediate response is to suggest that capital investment would in-
crease if regulations were relaxed. We have concluded, however, that
environmental and health/safety regulations have not contributed
strongly to the declining capital-labor ratio. Others have suggested
that productivity growth would best be served by reducing the taxa-
tion of capital gains or profits by the Federal Government, or by pro-
viding direct incentives for private capital investment. A third group
argues that neither regulation nor tax disincentives are at the heart
of the issue, but that large Government deficits have diverted poten-
tial investment funds from the private to the public sector.

Many proposals have thus been put forth with respect to both the
issues of regulation and capital formation. In the section which follows
we will review their potentials for improving both productivity
growth and macroeconomic performance in general.

TWO POLICY PROPOSALS: AN EVALUATION

The evidence cited in this paper has led to the conclusion that en-
vironmental and health/safety regulations are responsible, either di-
rectly or indirectly, for some nontrivial portion of the slowdown in
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productivity growth. Not only have these regulations caused some
diversion of capital investment in plant and equipment into pollution
control and health/safety expenditures, but they have also created un-
certainties about future costs which may have, to some limited extent,
restricted capital investment. These regulatory-induced reductions in
capital investment have supplemented similar, though in all likelihood
larger, impacts caused by the rapid increases in energy prices. This
interaction of regulations, capital investment, productivity growth,
and macroeconomic performance has generated two major types of
policy recommendation. The first concerns what is known as the regu-
latory budget; the second involves a wide range of proposals designed
to increase capital investment directly, so as to offset whatever forces
have led to the recession in the growth of the capital-labor ratio.

The regulatory budget
This proposal involves the establishment of a quasi-accounting

framework, in which Government regulatory programs would be as-
signed a "budget allocation" which could not be exceeded over some
specified period of time. The "budget" to be allocated would not con-
sist of Federal moneys to be spent, which is the standard budget con-
cept. Rather, the budget in this case would be a total economic cost
figure. The regulator could issue regulations which impose an economic
cost, but the total economic costs so generated could not exceed the
budget so allocated.

The basic notion here is that any regulator desiring to maximize, say,
the improvement in water quality attainable by the regulations to be
issued would evaluate each potential regulation to determine the im-
provement obtained per dollar of economic cost (or "budget" cost). A
rational choice would involve those regulations which simultaneously
exhausted the budget and secured the maximum improvement in
water quality. The implicit benefit and cost calculations required here
are directly analogous to those required to rationally allocate a fixed
investment budget among the available projects so as to secure the
maximum net benefits attainable from the budget.

The appeal implicit in such a budget is substantial. There are, how-
ever, substantial problems in implementing such an arrangement. Here
we will first list some of these problems and then present an overall
appraisal of the merits of proceeding to the design and imposition of
such a framework. The form of the proposal on which we will focus
is that described by Miki and Humphrey (1978). It involves, as a first
step, the development of a "Special Analysis" in the U.S. Government
Budget. In this analysis, regulations would be grouped by category
(for example, health, safety, environment, et cetera) and by agency
(for example, Department of Commerce, Environmental Protection
Agency, et cetera). Associated with each category would be an estimate
of (1) the direct Federal outlays required to implement and enforce the
regulations; (2) the indirect public sector costs of imposing the regula-
tions (for example municipality costs incurred to, say, meet clean
drinking water standards): and (3) the private sector costs required
to meet the regulations. While this special study would set forth a
management framework for increased attention by regulators to im-
pacts and costs, it would not serve as a budget control instrument. This

64-472 0 - 80 - 6
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control function would come, as a second step, with the imposition
of absolute budget constraints on agencies involved with regulation
setting and enforcement. We will focus on this ultimate use of the
regulatory budget concept; in this way the problems of implementa-
tion mentioned will include those relevant for the first step of imple-
mentation (the special analysis) as well.

The main impediments to the use of a regulatory budget for control
purposes are as follows:

While the direct public sector costs of particular regulations may
be determined with some accuracy, the same cannot be said of the in-
direct public sector costs and, especially, the costs imposed on private
consumers and producers. Because these latter costs are likely to sub-
stantially exceed the direct regulatory costs for many regulations, the
benefits to be obtained by such a framework could well be quite limited.

The time period over which the cost impacts of regulations must be
estimated is not clear. Because a sizable portion of these costs (espe-
cially the private sector component) are capital costs, this issue is an
important one. If an annual budget concept is adopted, the present
value of all induced costs should be calculated, requiring discounting.
Such an annual budget concept, however, should be used to estimate
the costs in year x of introducing a regulation in that year.3 7

An inherent problem in developing reliable cost estimates is what
could be called a "joint cost" problem. A substantial volume of, say,
pollution control investments are a part of ongoing plant construction
or equipment modernization. There is no sound means of segregating
that portion of the expenditure which is due to the regulation from the
total expenditure. Moreover, in the process of investment in plant or
equipment, modifications or additions designed to meet several regu-
lations simultaneously are likely to be included.

In any given year, the number of new regulations promulgated is
very large. In a recent year, over 7,000 were issued. The costs required
to estimate both the direct and indirect effects of this number of regu-
lations is likely to be very large.

Implementation of a full-blown regulatory budget for control pur-
poses would require Congress and the executive to set dollar limits on
the full economic costs which a particular agency or regulation area
cannot exceed. However, there exists no procedure for the public sec-
tor to determine an allocation which is efficient, or even to frame a rea-
soned judgment on the optimal level of total regulatory costs.

The implementation of a full-scale regulatory budget for control
purposes implies a significant change in the economic planning and
regulatory role of the Government. The implications of the expansion
of economic planning functions of the Federal Government needs to
be carefully considered.

Finally, the implementation of a regulatory budget puts the focus
of policy attention on the cost side of the account. The benefits of regu-
latory measures could tend to be lost in the shuffle. The potential im-
pact of this emphasis in biasing the direction and level of policymak-
ing in the environmental and health/safety areas could be serious.

a7 An alternate view would Involve an estimate of the costs In year a of all extant regula-
tions, irrespective of the date of their imposition.
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While these problems of implementation and concerns about larger
issues of governmental planning are real and important ones, the po-
tential gains from a regulatory budget should not be neglected. Some
gains in addition to the focus on the cost effectiveness of the regula-
tions chosen include the following:

It would encourage the accountability of regulators, where little now
exists.

It would encourage the integration of regulatory measures, hence
eliminating duplication and contradictory policies.

It would encourage consideration of a wider range of policy meas-
ures than the issuance of regulations; for example, property rights
auctions, effluent charges, et cetera.

The creation of a budget including a ceiling on the costs to be im-
posed would create strong pressure for the development of reliable
estimates of the economic benefits of regulations. Only with such bene-
fits in hand, can efficient policy choices be made.

It would tend to force modification of existing regulatory legisla-
tion so as to reduce the stipulation of absolute standards. The costs of
achieving some absolute level of control (in terms of the foregoing of
the "budget" available to achieve other regulatory objectives) would
have to be considered by legislators in a way in which they are not now
considered.

Given the difficulties of implementing a regulatory budget and the
obvious benefits from having such a budget in place, where should one
come out in terms of a concrete policy recommendation? In our view,
the most responsible position was that stated by James Miller (1979)
in his congressional testimony on this matter. He stated:

Now, if a regulatory budget is such a good idea, should not Congress move for-
ward with it expeditiously? Frankly, I recommend caution. The reason is that
with any program of such magnitude, unanticipated problems, as well as un-
anticipated opportunities, are bound to arise. Thus, it would seem advisable to
Initiate the program slowly and deliberately in order to learn from experience.

What I would suggest * * * is an "experiment" under which a single agency,
or perhaps a few agencies, would be given regulatory budgets for all or even part
of their programs. Prime candidates would be agencies that have a reasonably
good track record in producing good analyses of the costs of regulatory initia-
tives. One possibility is the Environmental Protection Agency. If a smaller agency
were to be chosen, consideration should be given to the Consumer Product Safety
Commission. In any event, such an "experiment" would generate a great deal of
information that would be useful in structuring a regulatory budget program
applied on a broader scale.

Capital investment stimulation-The first-year capital recovery system
Given the significant role of the slowdown in the growth of the

capital-labor ratio in explaining the reduction in productivity
growth-and the potential indirect adverse effect of regulations on
capital investment-it is not surprising that a substantial number of
proposals designed to stimulate capital investment have been forth-
coming. These proposals range from the relaxation of the taxation of
capital gains to accelerated depreciation provisions to investment tax
credits to a reduction in the corporate income tax. All of these pro-
posals are designed to increase the present value of the net revenue
stream of productive investments. as this stream is perceived by poten-
tial investors.
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Rather than evaluate the full range of these proposals, we have
chosen a single proposal-the first-year capital recovery system pro-
posed by Alan Auerbach and Dale Jorgenson in recent congressional
testimony. Most of the comments offered on it will be applicable in
some degree to the other proposals as well. This proposal was chosen
because of both its direct impact in increasing the perceived return to
productive investment and its accounting simplicity.

In light of the belief-supported by both theoretical and empirical
research-that capital formation plays an important role among the
determinants of productivity growth, Auerbach and Jorgenson have
recently put forth a proposal (1979) to stimulate capital investment.
For those who judge that environmental and health/safety regulations
have had detrimental effects on capital formation, support for such a
proposal could be viewed as an offset to effect of these regulations.
However, as we have seen, Jorgenson's own research (with Hudson)
and work by Bosworth and Eisner suggest that energy, tax, and cycli-
cal factors, and not environmental or health/safety regulations, have
been largely responsible for the investment slowdown. Nevertheless,
whatever the reason for lagging capital formation, the Auerbach-
Jorgenson proposal merits serious consideration for its potential role
in increasing economic growth and reversing the productivity slow-
down.

The proposal is a deceivingly simple one. Instead of taking arbi-
trary depreciation allowances as expenses in the calculation of taxes
throughout the life of an asset, as is now done, the present value of
the depreciation would be expensed in the same year as the investment
is put in place.

The proposal's appeal lies in its protection of depreciation allow-
ances against erosion by inflation. Ideally, a tax system should enable
taxpayers to recover economic depreciation-the decline in the value
of an asset with age-on each asset they hold. Under existing tax law,
depreciation is measured by looking at the historical prices of assets
of different ages. But in the presence of inflation, the prices of newly
produced assets have been rising rapidly. As a consequence, even
capital consumption allowances that accurately reflect the profile of
asset prices when an asset is originally acquired tend to fall short of
the true resource costs of depreciation. In essence, the capitalized sum
of correctly determined depreciation expenses would be insufficient to
replace an asset with an identical model when it wears out. Because of
this shortfall, the level of formation is likely to have been slowed.
Moreover, the composition of capital investments may also have been
adversely affected. Lengths of capital lives differ among assets, and
rates of price increase affect them differentially as well. In either case,
the effect is to retard productivity growth.

The tax system has attempted to compensate for the effects of in-
flation by reducing the asset lifetimes used in calculating depreciation
expense allowances. This has been done through accelerated depreca-
tion formulas, and through the use of investment tax credits. But such
changes have generally lagged behind increasing rates of inflation.
WTith inflation sometimes topping double-digit levels in the 1970's,
these changes have proved inadequate. Moreover. because of their arbi-
trary nature, they create unknown biases into the compositional in-
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centives for investment. Some types of capital may be arbitrarily
favored relative to others, with efficiency conquences.

Under the Auerbach-Jorgenson plan, capital consumption allow-
ances would be described by a schedule of present values of economic
depreciation for $1 worth of investment in various classes of assets. In
the Auerbach and Jorgenson plan, capital consumption allowances
would be described by a schedule of present values of economic depre-
ciation for $1 worth of investment in various classes of assets. Auer-
bach and Jorgenson propose using about 30 classes of assets-perhaps
10 classes for structures and 20 for equipment. The plan thus differs
from the widely discussed Conable-Jones bill under which structures
could be written off for tax purposes in 10 years, long-lived equipment
could be written off in 5 years, and short-lived equipment could be
written off in 3 years. The "3-5-10" proposal would retain the present
investment tax credit for equipment and would simultaneously sim-
plify and liberalize the capital recovery provisions of the present tax
system. In fact, under a moderate rate of inflation, say 6 percent, the
accelerated depreciation formulas and investment tax credit provisions
of the 3-5-10 plan would result in effective tax rates for certain types
of equipment which were negative; the Government would in effect be
paying taxpayers to hold these assets rather than taxing income which
these assets produce. Under the Auerbach-Jorgenson proposal, the ef-
fective tax rate would be equal to the statutory rate on corporate in-
come for all assets.

The Conable-Jones proposal would also have the effect of widening
the differentials in effective tax rates among classes of assets which
exist under the present tax system. The result would be an increased
misallocation of the capital stock and retardation of its contribution
to productivity growth.

While neither outright subsidization of certain assets nor gross mis-
allocations of capital resources would be a consequence of the Auer-
bach-Jorgenson plan, the calculation of the present value of economic
depreciation under their proposal could be highly controversial. Citing
a Treasury study by Charles Hulten and Frank Wykoff, the authors
claim the measurement of economic depreciation from data on asset
prices is quite feasible. Apart from any problems in performing these
estimates, however, there are questions as to the discount rate(s) to be
used in calculating present values. The history of benefit-cost analyses
performed by and for Government demonstrates that the implementa-
tion of an idea (discounting) which is rather simple in concept is often
fraught with difficulties. What is the appropriate interest rate? Should
it not vary across classes of assets? Can calculations be safeguarded
against the influence of those holding assets who are well aware of the
large difference in present values resulting from alternative interest
rates? And what of questions concerning the plan's impact on the dis-
tribution of income-including possible windfall gains or losses dur-
ing the period of transition to the new system?

Almost any tax proposal will, of course, face questions of a similar
sort. A fair assessment of the Auerbach-Jorgenson plan must compare
it, not with an unattainable ideal, but with the realistic alternatives.
The plan does offer protection for capital consumption allowances
against inflation without causing large misallocations of the capital
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stock. And this is a major benefit if one's interest is the stimulation of
capital investment. Moreover. even contemplating the potential diffi-
culties in implementing the plan, it would be likely to generate less
serious investment misallocation than the 3-5-10 plan. The latter, and
other schemes which include investment tax credits, are largely "ad
hoc" responses to the distortions caused by the present tax system. Not
surprisingly, these schemes introduce distortions of their own. The
Auerbach-Jorgenson plan, on the other hand, is a direct attack on the
existing divergence of capital consumption allowances from economic
depreciation.

Simulations conducted by the authors using the Data Resources Inc.
macroeconometric model indicate that real investment in durable
equipment would increase by about 9 percent as a result of their plan,
assuming a real discount rate of 4 percent for calculating the present
value of economic depreciation. Real investment in nonresidential
structures would increase by over 20 percent. Real gross national
product would increase by roughly 2 percent, and with a somewhat
smaller increase in employment, labor productivity would also in-
crease.

On the negative side, the simulations indicate that the plan would
result in a substantial revenue loss to the Treasury. Despite the in-
crease in real gross national product, the Federal deficit would grow,
resulting in increases in the rate of inflation approaching 1 percent-
unless alternative revenue raising measures are enacted, of course.

The levels of inflation which already exist have had a serious im-
pact on capital formation under current provisions of the tax system.
Low levels of saving, increased uncertainty, and perhaps public reg-
ulations have also been factors in the investment slowdown. If the im-
portance of capital formation for productivity be granted, strong
measures to improve the investment climate in the U.S. economy are
needed. The Auerbach-Jorgenson plan would not provide a remedy
to all the factors contributing to the capital formation slowdown, but
by insuring that capital consumption allowances would more accur-
ately reflect economic depreciation, it would provide an important
first step. In the short-run, at least, it would appear to have more
promise for improving macroeconomic performance than would en-
actment of some form of regulatory budget.



APPENDIX A

In this appendix, we make a formal presentation of the theoretical framework
sketched in section III. We begin from a microeconomic model of a representa-
tive firm's technology. We impose no restrictions on the technology's returns to
scale, the marginal rates of substitution among the variables in the production
function, the form of technical change, or the manner in which regulatory policy
affects productivity growth. In this unrestricted setting, the unique sources of
productivity growth can be identified. While the primary sources of productivity
growth identified in this model are themselves functions of prior variables, the
sources are emphasized because of their central role in the production process
and their relationship to regulatory policy.

Productivity Growth. Consider a twice differentiable production function F

(1) Q=F(XI, X2, . . ., X,,, R. T),

where Q is output, the X. are inputs, R is a measure of regulatory intensity,
and T is time. We assume all factor markets are competitive, but we do not re-
quire competitive output markets.

The regulatory intensity variable R is of primary interest. In our model, R
is an index number bounded from below by zero. The variable would take a
zero value only in the unlikely instance that absolutely no regulations applied
to the firm. Otherwise. R has some positive value whose magnitude is determined
by the scope and severity of the regulations imposed on the firm. The measure
R takes successively higher positive values as the number of regulations in-
creases, the standards of existing regulations become -more strict, and/or the
compliance requirements (e.g., reporting) become more complex.

Logarithmically differentiating (1) with respect to time decomposes the rate
of growth in output (economic growth) into Its source components

dlnQ= EAlnQ dlnXi±flnQ dR ?lnQ(2) _______
dT blnXi dT + R WT T

In equation (2), the rate of growth in firm output equals the output elasticity
weighted sum of rates of growth of inputs, plus the elasticity weighted rate of
change in regulatory intensity, plus the rate of technical change.

The logarithmic partial derivatives appearing in (2) have particular economic
interpretations. Given competitive factor markets and optimizing behavior by
the firm, each logarithmic marginal product equals the product of the correspond-
ing input's cost share and the degree of scale economies

(3)

blnQ 6Q X, PX, P.X. PiX, (ZlnCN - . (,nQ\
anXi=jXi, Q P"Q( 1 l[ (WC)Q C alnQJ C \ M 1lnXJi

where PQ is the product's market price, e is the absolute value of the price elas-
ticity of demand, e is total production cost, and

Pi= PQ( el bX. (i=l, 2,..., n)

(4) PQ1_ =a

5 lnQ _bln

. blnXi Z tlQJ

The sum of these output elasticities equals the conventional measure of re-
turns to scale

(85)
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(5) Xoa -(XX,.. . ,, R. T).ol~nXi

If vo equals unity, output proportionally responds to changes in all inputs. This
condition characterizes constant returns to scale. If vQ is greater (less) than
unity, output responds more (less) than proportionally with increases in all in-
puts, thus implying the existence of increasing (decreasing) returns to scale.
Regardless of its value, VQ isolates that change in output which is related to
changes in all inputs. It is independent of technical change and changes in regula-
tory policy.

The partial derivatives of output with respect to regulatory intensity VR and
time Vr define the rates of regulatory effect and technical change, respectively

(6) VR=a a (XI, X2 , . . ., Xn R, T)

(7) VIr= 6a T (Xi, X2,... X., R. T).

Holding all inputs and time constant, v. measures the effect of changes in regu-
latory intensity on the level of output. A positive (negative) value indicates that
increased regulations induce higher (lower) production. Similarly, if vr is
greater (less) than zero, then, holding all inputs and regulations constant, tech-
nical change leads to increased (decreased) rates of production.

Given this characterization of economic growth, the sources of productivity
growth can be identified. Formally defined, the rate of productivity growth vG
equals the rate of growth in output less the constant returns to scale weighted
average of rates of growth in inputs

dlnQ _EP.X. dlnX,
(8) VGo dT i- C dT

since, given constant returns to scale in (3),

MlnQ PiXi
ZlnX. C (i=1, 2, . . ., n).

Consequently, any nonproportional change in output that cannot be explained
by a proportional change in all inputs is modeled as the firm's productivity
growth.

Subtracting the cost share weighted average of input growth rates from both
sides of (2) permits us to express the rate of productivity growth as the sum
of its three source components

dlnQ PiXi dlnXi PX, dlnXj dR
(9) va= -dT -- VC-'C dT + CV

Equation (9) states that the rate of productivity growth equals the sum contri-
bution of scale economies, regulatory intensity, and technical change.

If the technology exhibits constant returns, VQ equals unity and (9) reduces to

(10) VO=VR dR+VT;

that Is, productivity growth is affected only by changes In regulatory policy and
technical change. If, however, vo is greater (less) than unity, there are increasing
(decreasing) returns and scale economies (diseconomies) are a positive (nega-
tive) source of productivity growth; that is, given d1nXi'/LT>O for all i

[vQ-1] jT >OforvQ>l
C T

and

E CX'[vQl] dlnX, <0 for vQ<1.
C d T
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Similar interpretations apply to regulatory effect and technical change. if v,'
equals zero, changes in regulatory intensity have no direct impact on productivity
growth. If vB is greater (less) than zero, increased regulation generates a posi-
tive (negative) contribution to productivity growth VG. Analogously, if vT is zero,
there is no technical change. Technical change exists (makes a positive or nega-
tive contribution) only if vr is greater or less than zero.

Direct and Indirect Regulatory Effects. The rate of productivity growth VO
defined in (9) is expressed as the sum of three source components

(11) vo(.)=ZE~-V-[ GQ- PdliX ) dR
vQ.) dT+v()j+TO

where VQ, Vr, and Vr defined In (5), (6), and (7), respectively are each functions
of all input levels (Xr), the degree of regulatory intensity (R), and time (T).
Consequently, changes in the intensity of regulation can affect a firm's produc-
tivity growth in direct and indirect ways.

Regulation's direct or first-order effect is modeled by the partial derivative
vyR. Holding the firm's inputs and level of technology constant, changes in regu-
lation can impact productivity growth directly. Increased regulations, for ex-
ample, may shift managerial attention from the production of the firm's "con-
ventional" output to the filing of detailed government reports. The expected
direct effect in this case is negative.

Important indirect effects also can result since regulation can influence the
contribution of each source of productivity growth. These indirect or second-
order effects are captured by the partial derivatives of scale economies and the
rates of regulatory effect and technical change with respect to regulatory in-
tensity. The important inference of equation (5), for example, is that changes
in regulatory policy affect scale economies by affecting the marginal productiv-
ities of individual inputs. Requiring workers to wear cumbersome protective
clothing or requiring firms to employ laborers whose only responsibility is to
perform safety inspections affect labor's average and marginal ability to produce
the firm's conventional, saleable output. The marginal products of all other In-
puts, whether substitutes or complements, are affected as well. The result is an
indirect effect of regulation on the firm's productivity growth, a second-order
effect transmitted through a change in scale economies.

Identifying explicit hypotheses corresponding to these direct and indirect ef-
fects requires that we impose some second-order functional form on the general
production function described in (1). We choose the translog form. It is a second-
order form and meets the unrestrictive criteria discussed in the introduction to
this section. The translog approximation to F in (1) is

(12) lnQ=lnF(XI, X2, . . . X, R, T)

=ao+ZE, lnXj+ 6RR+s+TT

i~~~~~~~~~
+ 2 = 5jii lnXj1nX +16RRR 2+ -5TTT

2

+Z8iR lnX,.R+:5iT lnXi-T+sRTRRT.

The expressions for VQ, VR, and VT follow directly from (5), (6), (7), and (12)

(13) VQ Z). ,(X X 2,**, Xn, R, T)

=EZ(ti.+5ajj lnX,+8jRR+±i8T)

(14) VR~ba Q(XI, X2X . ... RR IX,+RT)

= OR + RR R+ Ed iR ln Xi+ BROT
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(15) VT=SaTQ(XIY X2, X X., R, T)

=6T+5TTT+Z]iT lnXi+5RTR.

The direct productivity effect of regulation is modeled by the parametric ex-
pression defined in (14). A positive (negative) value for the complete expression
implies that increased regulation has a positive (negative) effect on the firm's
productivity growth.

The indirect effects are modeled by the second-order partial derivatives

?JVQ =

(17) o=

(18) -aR=5RT-

If the expression 2 aIR equals zero, regulation does not affect the firm's scale
economies. If it is greater (less) than zero, it increases (decreases) the scale
economies available to the firm. If CRR equals zero, changes in regulatory intensity
may affect the rate of productivity growth (i.e., vRnO0)but at a constant rate.
If OBa is greater (less) than zero, regulation affects productivity growth at an
Increasing (decreasing) rate. Similarly, if B.T equals zero, regulation does
not affect the rate of technical change. However, if 5

sr is greater (less) than
zero, regulation leads to higher (lower) rates of technical change.

While these second-order effects may be small in relation to the first-order
effect, their importance cannot be ignored. This is especially true for &R-the
effect of regulation on the rate of technical change. If, as alleged, regulations
increase the expected cost of actually adopting any innovation (perhaps be-
cause of increased reporting and testing expenses or because of required pollu-
tion control or safety attachments), then added regulations reduce the firm's
expected discounted net benefits from investing in research and development. If
this hypothesis is true and assuming that there is some positive relation between
R & D expenditures and technical innovation, BRT would have a negative value.
Regulation would have a negative indirect effect on productivity growth trans-
mitted through a reduced level of R & D expenditures and, hence, a reduced rate
of technical change.

Input Bias.38 In addition to its direct and indirect productivity effects, changes
in regulatory policy may also lead to input biases and therefore to changes in
the distribution of income among factors. Stated more formally, the marginal
rates of substitution among inputs may be functions of regulatory intensity.

If changes in regulatory policy do not bias input choice, an unambiguous set
of technical restrictions can be imposed on the firm's production function. Neces-
sary and sufficient conditions require that each input's marginal product not be
a function of regulatory intensity

52F

(19) a6Xi a6R=0 U = 1, 2, . ,n)

Parametric restrictions corresponding to this hypothesis can be derived from the
translog production function defined in (12). Since the unrestricted translog is
a second-order function, each factor's marginal product is a function of all input
levels, regulatory intensity, and time

': "Input bias" is defined as a pattern of input combinations which differs from that which

would exist in the balance of regulations. For example, regulations might increase or

decrease the labor intensity of the production process. Input bias will occur If regulation
differently affects the "efficiency content" of the inputs.
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(20) al Q(,8E i; In X,±&8 R+5iXT) (i= 1, 2, ., n).

The n restrictions corresponding to (19) are

(21) a2Q =aiR (i=1, 2, . . ., n).

If all at8 equal zero, regulation does not distort input choice. If any one 85R does
not equal zero, regulation induces input bias. Positive values imply increased
marginal products; negative values indicate reduced marginal productivities.

It is important to note that a non-zero value for 5,R does not necessarily imply
that regulation has directly affected the efficiency content of the ith input. (That
issue will be addressed in the following subsection.) What a non-zero Sil sug-
gests is that regulation has affected the efficiency content of either the ith input
or any of its substitutes or complements. An input's marginal product, recall, is
a function of all input levels, regulation, and time. If regulation augments the
jth input and the ith and jth inputs are substitutes, then the ith input's marginal
product is a negative function of regulation (5(8<O), even though regulation has
had no direct effect on its marginal productivity. Conversely, if the ith and jth
inputs are complements and regulation increases the efficiency content of the jth
input, then the marginal product of the ith input is a positive function of regu-
lation (8i,>O). The precise direction and magnitude of the input bias therefore
depend not only on regulation but also on the technology's substitution possi-
bilties.

Should the restrictions in (21) not hold, the resulting input bias also affects
the distribution of income. The distributional implications of regulation can be
identified by substituting (3) and (5) into (20)

(22) PiXi (VQ)hin xI+SiRR+BirrT) (i=1, 2, * *, a)

so that

(23) I

(2) ) M = (ft+laiR- In Xi+BiRR+SiTT)(BiRe

(i1, 2, . ,n).

Note that the distributional impact of regulation on the income share of the
ith input is a function of the effect of regulation on all inputs; i.e., the &JR for
all j appear on the right-hand side of (23). If and only if the restrictions defined
in (21) hold for all inputs will regulation not affect the functional distribution
of income. If one or more BiR are non-zero, the expression in (23) must be
evaluated. Positive values of equations (23) indicate that increased regulation
and the technology's substitution possibilities have combined to increase the
income shares of the corresponding inputs. Negative values identify those inputs
whose income shares are declining functions of regulation.

Factor Augmentation. If the "no bias" hypothesis (21) is rejected, it becomes
important to evaluate the direction and magnitude of regulatory bias. In par-
ticular, how does regulation affect the "efficiency content" of each input? Stated
alternatively, which inputs are the mediums of regulatory bias? To address these
questions, we consider a model of production maintaining factor augmenting
regulation. This model is a restricted form of the general model of production
introduced above. Inputs are now defined in terms of efficiency units. Stated more
precisely, the number of efficiency units Bi of each input is measured as the
product of the input level and its corresponding augmentation coefficient

(24) EB(R)=XiAd(R) (i=1, . . ., n)

where Al represents a factor specific augmentation function of a single
argument R.

Given factor augmentation, the production function F in (1) is respecified
as a function X of efficiency units and time
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(25) Q=E[A1 (R)-X1 , A2 (R).X 2 , . ., A"(R).X", T1.

We assume that each augmentation function Ai is a first-order function of regu-
latory intensity

(26) Ai(R)=exp (i7,R) (i=1, 2, . n. ., n)

Given (26), the translog approximation to the factor augmented function E
becomes:

(27) lnQa=o+ E fl~nXi+E Pij,71R+#TT

= Z E aijlnXilnXj+IZ E5irnRlnXi

+rTTT2 +b8iTlnXi T+ Z5 1nmRT

2 ii

From the unrestricted model of production F, we previously derived expressions
for each input's marginal product, scale economies, and the rates of regulatory
effect and technical change. The factor augmentation model (27) has a paralleL
though restricted structure. The corresponding expressions are:

(28) b =Q I #i+EZjjlnX;+X iTT+T±Z8i.7?R]l
OXJ xi j 'j ' (i=l, 2,.... n)

(29) vQ=~ [,Bi+55ilnXij+8TT+T jiimiR]

(30) VR= E i+ F25l1nX± 8i+TT+1Z]5j;11jR

(31) vT=,#T+ 5.iTlnXi+8TTT+ 9 78iR.

Since the model of factor augmentation (25) is a restricted form of the more
general model (1), one would expect that there is some identifiable set of re-
strictions distinguishing the two translog models (12) and (27). Comparing the
fixed parameters in the two models reveals that the first and second-order regula-
tion parameters in the general model (12) (i.e., PR, 8RR, BRT, and 8iR for all i) are
replaced by the parameters ,7, in the augmentation model (27). The substitutions
are of the form:

,6e= PONj

8RR = E Z birwii

SRT= 58iT77i
ii

;REiiv (i= 1, 2, . . ,n)

Consequently, n+3 parameters in the general model of production are respecified
in terms of already included second-order parameters and n new parameters.
There are thus three augmentation restrictions. If these three restrictions are
appropriate, then changes in regulatory policy influence productivity growth
wholly by affecting the marginal products of the firm's inputs.

The critical parameters in the model, of course, are the -q,. If any it, equals
zero, the corresponding augmentation coefflcient defined in (26) equals unity. It
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necessarily follows that regulation does not augment the ith input. If, however,
?,j is greater (less) than zero, A, (R) is greater (less) than unity and increases
in regulatory intensity augment (retard) the efficiency content of the ith input.
The 7, therefore identify the mediums of regulatory impact.

Moreover, restrictions on these augmentation coefficients identify alternative
structures of regulatory impact

(33) Production neutrality: 171=72...7

(34) Input neutrality: t7 .#O, ,,1 =OVij (i) (i=l, 2, .. ., a).

The former is the regulatory analogue of Hicks-neutral technical change. All
inputs are augmented equally. The latter is the regulatory counterpart of Har-
rod-neutrality or Solow-neutrality. Regulation augments or retards only a single
input. Identifying these augmentation coefficients and examining the structure
of regulatory effect is the key to understanding how changes in regulatory policy
differentially affect the efficiency content of individual inputs.

These same parameters also permit us to decompose the regulation induced
change in each input's marginal product among its sources. As demonstrated
in (32), the measured change in any input's marginal product is a weighted sum
of the augmentation parameters

(35) (i=1, 2, . * ., n),

where the second-order parameters 85f model the substitution possibilities in-
herent in the technology.

The important implication of (35) is that regulation may augment or retard
the efficiency content of a single input (only one '7j7&O) and yet affect the
marginal products of inputs (all 84R=40). For example, regulation may not
affect the efficiency content of labor or energy inputs and yet may have signifi-
cant implications for both employment and energy use. In short, regulation
need not change the efficiency content of more than a single input in order to
bias input choice and the distribution of income.

Concluding Remarks. Most observers believe that regulation has had some
impact on economic performance, particularly productivity growth. Some econo-
mists (e.g., Denison and Kendrick) have begun to generate informal estimates
of regulation's "retarding" effect. However, none of the procedures on which
these estimates are based has characterized the technical mechanisms by which
productivity growth is affected by changing regulatory policy. The primary pur-
pose of the above technical description is to offer those concerned with the
productivity slowdown a formal structure within which to categorize and con-
sider the impacts of regulatory policy.
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